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Summary 
Cyberbullying is a problem that is faced in many cultures. Due to 
their popularity and interactive nature, social media platforms 
have also been affected by cyberbullying. Social media users from 
Arab countries have also reported being a target of cyberbullying. 
Machine learning techniques have been a prominent approach 
used by scientists to detect and battle this phenomenon. In this 
paper, we compare different machine learning algorithms for their 
performance in cyberbullying detection based on a labeled dataset 
of Arabic YouTube comments. Three machine learning models are 
considered, namely: Multinomial Naïve Bayes (MNB), 
Complement Naïve Bayes (CNB), and Linear Regression (LR). In 
addition, we experiment with two feature extraction methods, 
namely: Count Vectorizer and Tfidf Vectorizer. Our results show 
that, using count vectroizer feature extraction, the Logistic 
Regression model can outperform both Multinomial and 
Complement Naïve Bayes models. However, when using Tfidf 
vectorizer feature extraction, Complement Naive Bayes model can 
outperform the other two models. 
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1. Introduction 

As defined by UNICEF [1], cyberbullying is 
harassment carried out using digital technology. Indeed, 
cyberbullying, as well as traditional bullying, has negative 
effects on the bullied ones, requiring parents and educators 
to intervene and take protective measures. It can be seen that 
many countries have designed policies and law protocols to 
deal with cyberbullying acts, aiming to restrict them. 
Nevertheless, it is not easy to detect cyberbullying as it can 
take place on various digital outlets such as: social media, 
messaging sites, gaming platforms and mobile phones. 
Cyberbullies actions aim at frightening, angering or 
humiliating their victims. Cyberbullying includes: 
spreading lies about or sharing embarrassing images of 
someone on social media, sending hurtful messages or 
threats via messaging channels, impersonating someone 
and sending mean messages to others on their behalf. 

Many researchers have attempted to study 
cyberbullying from different angles. In one of the earliest 
research studies against cyberbullying, Feinberg et al. [2] 

have urged schools to intervene even in cases of 
cyberbullying. Smith et al. [3] found that effects of website 
and text message bullying were equal to traditional bullying. 
Notably, Abaido [4] conducted a survey on a sample of 200 
university students aged between 19-25 and reported that 
91% of them strongly agreed that cyberbullying is widely 
spread amongst Arabic social media communities. 

In this paper, we contribute to the cyberbullying 
research field by suggesting and comparing models that can 
be used to automate the detection of cyberbullying. In 
particular, we compare the performance of machine 
learning classifiers in analyzing Arabic cyberbullying 
content. More precisely, we examine how the three selected 
machine learning models perform under two feature 
extraction settings which is, to the best of our knowledge, 
has not been done before on an Arabic cyberbullying dataset. 
Since the first ever video shared over YouTube on April 23 
2005, YouTube has been growing to become the most 
popular video sharing platform nowadays. The easiness of 
both sharing and watching a YouTube video can be 
considered a key reason for its popularity across different 
countries, user interests, and age groups. In addition to 
sharing videos, users can share textual comments to express 
their feelings and opinions on each video. These textual 
comments can be a great source for data analytics and 
natural language processing (NLP) researchers. It can help 
us get insights into various topics of interest, including the 
focus of this research which is cyberbullying acts. 
The paper is structured as follows: The first section deals 
with background information about the data and the 
machine learning models. Then, a literature review of 
research on Arabic cyberbullying detection on YouTube is 
presented. Following that, we discuss the methodology and 
experimental setup of the research. Lastly, we discuss the 
results and conclude with the conclusion section.  

2. Related Work 

In this section, a literature survey in the area of Arabic 
cyberbullying detection using machine learning classifiers 
is discussed. For example, Mouheb et al. [5] have 
introduced a scheme that detects cyberbullying in Arabic 
text using the following steps: data cleaning and pre-
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processing, extracting bullying words and assigning 
weights, detecting cyberbullying comments, and 
calculating bullying strength and finally classifying the 
comments. They have used both YouTube and Twitter 
Arabic comments and they carried out the classification 
based on their own weighted function that sums the weights 
of the bullying word after multiplying it by two factors: a 
factor for the repetition of the bullying word and by the 
number of letters repetition within the word it-self. While in 
their latest paper [6], the researchers updated their approach 
by introducing real-time cyberbullying detection in Twitter. 
In both works, the researchers did not use machine learning 
techniques, but, more recently in [7], they have used Naive 
Bayes (NB) classifier algorithm to detect cyberbullying in 
both YouTube and Twitter data. 

Haidar et al. [8] have introduced an approach for 
classifying cyberbullying text data using ensemble machine 
learning, which is a combination of predictive models into 
a single predictor. The paper is an improvement to a 
previous work by the authors [9] which used machine 
learning for Arabic cyberbullying detection where they 
used Nearest Neighbor, Naive Bayes and Support Vector 
Machine classifiers.  

Rachid et al. [10] have used Convolutional and 
Recurrent Neural Networks coupled with Arabic pre-
trained word embedding for classifying cyberbullying 
instances on Arabic comments dataset. Furthermore, they 
have compared the performance of deep learning models 
against machine learning models and noticed that they show 
competitive performance to deep learning. 

3. Methods and Materials 

In this section, an overview of the datasets and 
algorithms used in this research will be presented and 
discussed. 

3.1 YouTube Annotated Cyberbullying Comments 
Dataset 

For the empirical part of this research, we use a 
publicly available dataset which contains over 15,000 
YouTube comments written by Arabic users. The dataset 
presented by Alakrot et al. [11, 12] is different and richer 
than other available datasets as most of cyberbullying 
datasets tend to be extracted from Twitter data. YouTube 
comments are different in nature than twitter comments as 
they allow for longer text which poses an extra challenge 
for cyberbullying detection. Furthermore, the dataset is the 
only readily available annotated and published Arabic 
comments dataset to date. It was collected from YouTube 
channels that upload videos about celebrities in the Arab 
world in the period from 2015 to 2017. Celebrities’ videos 
usually attract a lot of engagement from a big audience and 

they tend to be a target for offensive comments, making 
such videos a good choice for the empirical work on 
cyberbullying detection. 
The dataset is composed of 14 features for each YouTube 
comment: ids, user ids, timestamps, comment text, likes, 
replies and replies data. Additionally, each comment is 
annotated by three researchers with either P for positive or 
N for non-bullying or negative. Out of the 15,050 comments 
in the dataset, the percentage of positive comments is 39%, 
or 5,817 comments. A comment is labeled as positive if at 
least two out of the three annotators consider it offensive. 
 

3.2 Machine Learning Models 

We experiment with three machine learning 
algorithms for the purpose of training models for 
cyberbullying detection. The first one is the Multinomial 
Naïve Bayes Classifier [13], which determines the number 
of times the term appears in a document by taking into 
account that a term maybe significant to the decision on the 
sentiment of a document. Term frequency is also helpful in 
deciding whether or not this term is useful in our analysis.  

The Complement Naïve Bayes classifier [14] is the 
second classifier we consider in this study. It is an 
adaptation of the Multinomial Naïve Bayes that uses 
statistics from the complement of each class to determine 
the model’s weights. 
The last algorithm we consider in this study is the Logistic 
Regression algorithm. It is a linear classification model [15] 
that takes a variable vector and evaluates the weights for 
each variable and predicts the given item class as a vector. 

4. Empirical Work 

In this section, we present the steps used to train the 
three machine learning algorithms for cyberbullying 
detection. 

4.1 Preprocessing 

For the data pre-processing stage, we remove all 
attributes of the dataset and only keep comment text 
and final annotated label. We also needed to clean the 
comments. As per the comment text we clean it in 
following steps: 

 Cleaning the text: this is done by 
removing numbers, non-Arabic words, 
symbols, punctuation, URLs, and 
hashtags to clear the data from noise. 
then we remove Arabic diacritics and 
stop words. 

 Normalization: we substitute different 
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representations of letters by their 
standard form. 

 Stemming: all words are returned to their 
root form to reduce the features. 

After cleaning and pre-processing and sampling we are 
left with 9500 comments for the next steps 

4.2 Feature Extraction 

Feature extraction is used in machine learning to 
reduce dimensionality. In this paper, we have chosen to use 
two feature extraction approaches: Count Vectorizer and 
𝑇𝑓𝑖𝑑𝑓  Vectorizer. Both Count Vectorizer and 𝑇𝑓𝑖𝑑𝑓 
Vectorizer convert text data into machine readable format. 

Count Vectorizer returns an encoded vector that has 
the same length of the entire comment and an integer count 
for the number of times each word appeared in a comment. 

𝑇𝑓𝑖𝑑𝑓 Vectorizer, which stands for Term Frequency – 
Inverse Document Frequency (𝑇𝐹 െ 𝐼𝐷𝐹), is calculated by 
the following formulas, for a term 𝑡 of a document 𝑑 in a 
document set: 

 
𝑡𝑓 െ 𝑖𝑑𝑓ሺ𝑡,𝑑ሻ ൌ 𝑡𝑓ሺ𝑡,𝑑ሻ ∗ 𝑖𝑑𝑓ሺ𝑡ሻ            (1) 

 
while 𝑖𝑑𝑓 is computed as: 
 

𝑖𝑑𝑓ሺ𝑡ሻ  ൌ 𝑙𝑜𝑔ሾ𝑛/𝑑𝑓ሺ𝑡ሻሿ    1                    (2) 
 

where 𝑛 is the number of documents in the document set 
and 𝑑𝑓ሺ𝑡ሻ is the document frequency of 𝑡; the document 
frequency is the number of documents in the set that include 
the term 𝑡. 

4.3 Model training 
To prepare the models, we first split our data to 80% 

training and 20% testing subsets. Then three models are 
trained and tested on the data. Then we fit Multinomial 
Naïve Bayes, Complement Naïve Bayes and Linear 
regression models to the data and use them to predict the 
classification. Finally, we measure the model performance 
using the F1 score measure. 

The F1 score measure [16] is the harmonic mean of 
precision and recall. F1 score values range from zero to one, 
and higher values suggest a more accurate model 
classification. The F1 score can be calculated as follows: 

 
 

𝐹1 ൌ ௦ ൈ ோ

௦ ା ோ
                             (3) 

 
 
where recall represents the ratio of the positive correctly 
classified samples to the total number of positives. While, 
Precision is the ratio of correctly classified positive samples 
to the count of predicted positive samples. 

 

5. Results and Discussion 

As shown in Table 1, we have used the F1 score to get 
the results of the performance of three popular text machine 
learning classifiers on Arabic comments on the YouTube 
platform. We found that Complement Naive Bayes 
classifier did better with tfidf vectorizer feature extraction 
with the dataset. While, Logistic regression did the best with 
count vectorizer feature extraction. Overall, in regards to 
feature extraction, the models slightly give better results if 
tfidf vectorizer is used where the average of F1 scores for 
all models is 77.9% while count vectorizer’s performance 
has an average of 77.5%. 

 

Table 1: F1 Scores per Model 

Feature 
Extraction 
Setting 

Multinomial NB 
 
Complement NB 

Logistic 
Regression 

Count 
Vectorizer 78.4% 76.6% 78.6% 
Tfidf 
Vectorizer 77.0% 78.5% 76.8% 

 
 
In count vectroizer feature extraction, as can be seen in 

Fig. 1, the Logistic Regression model has outperformed 
both Multinomial and Complement Naïve Bayes models. 
While, in 𝑇𝑓𝑖𝑑𝑓 vectorizer experiment, as can be seen in 
Fig. 2, Complement Naive Bayes model has outperformed 
Multinomial Naive Bayes and Logistic Regression models. 

 
 

 

Fig. 1: F1 Scores of the models with Count Vectorizer 
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Fig. 2: F1 Scores of the models with Tfidf Vectorizer 

. 

6. Conclusion 

Cyberbullying on social networking is a phenomenon 
that has been negatively affecting users in the Arab world. 
This paper compares three popular machine learning 
approaches in identifying cyberbullying in Arab YouTube 
comments. Furthermore, two feature extraction approaches 
were used and studied. The evaluation of the models’ 
performance was carried out on an annotated dataset of 
Arabic comments. Lastly, results were compared using F1 
score. We are hoping to provide guidance in this paper that 
can help researchers to use the best machine learning 
approaches to keep the social media safe and secure for the 
users. 
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