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Abstract 
CPU is considered the main and most important resource in the 
computer system. The CPU scheduling is defined as a procedure 
that determines which process will enter the CPU to be executed, 
and another process will be waiting for its turn to be performed. 
CPU management scheduling algorithms are the major service in 
the operating systems that fulfill the maximum utilization of the 
CPU. This article aims to review the studies on the CPU 
scheduling algorithms towards comparing which is the best 
algorithm. After we conducted a review of the Round Robin, 
Shortest Job First, First Come First Served, and Priority 
algorithms, we found that several researchers have suggested 
various ways to improve CPU optimization criteria through 
different algorithms to improve the waiting time, response time, 
and turnaround time but there is no algorithm is better in all 
criteria. 
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1. Introduction 

    Technological development covered all aspects of human 
life, such as mobile phones and computers, people can shop, 
study, book appointments, games, and more. Humans will 
not be able to use these devices and manage them easily due 
to the hardware's complexity, so the operating systems 
appeared to solve these problems. It can be defined as an 
intermediary between the user and the computer hardware 
to facilitate the computer system's management and control. 
Operating systems provide many services to the user and 
the system on the user side it provides user interfaces and 
helps to implement programs, manage files, and exchange 
information with other computers, and on the system side, 
it provides the ability to allocate resources to multiple users 
and protect system resources [1]. 
 
    In multi-processing systems, there are many programs 
that the user executes simultaneously which contains many 
processes that need the CPU to complete its task, but only 
one process can obtain the CPU at a certain time. Therefore, 
we need CPU scheduling, which helps to make the system 
more efficient and faster because it allows a process to use 

the CPU while another is on hold because it is waiting for 
other resources [1]. 
 
    The CPU is one of the most important parts of the device. 
Most processes require it to be executed, so we need to 
maximize its utilization and throughput and minimize 
turnaround time, waiting time, and response time. All these 
criteria can be achieved using CPU scheduling algorithms 
that manage how processes enter the CPU [2].  
There are many scheduling algorithms, and they are 
implemented in a different method. An example of these 
algorithms is the First Come First Served (FCFS) algorithm, 
which gives the CPU to the first arrived. Also, the Shortest 
Job First (SJF) algorithm, that gives the CPU to the short 
process. The Round Robin (RR) algorithm, which gives 
each process a time quantum, determines its working time 
in the CPU, and after the time expires, it exits the process 
and allows another to execute. The priority algorithm 
determines the entry of the process to the CPU based on 
their priority [1]. 
 
     Many problems may occur during the scheduling 
algorithms' performance, and they may make it difficult to 
achieve the required criteria [3]. To the best of our 
knowledge, this paper reviewed the literature on the RR, 
FCFS, SJF, and Priority algorithms. To illustrate the 
methodology used to improve the performance of these 
algorithms, the results that were reached, several 
researchers have suggested various ways to improve CPU 
optimization criteria through different algorithms to 
improve the waiting time, response time, and turnaround 
time but there is no algorithm is better in all criteria. 
This paper is structured as follows: Section 2 presents the 
literature selection methodology. Section 3 reviews the 
CPU scheduling algorithms. The RR scheduling algorithm 
is presented in section 4. SJF scheduling algorithm is 
mentioned in section 5. Section 6 reviews the FCFS 
scheduling algorithm. The priority algorithm is presented in 
section 7. Discussion and Conclusion are discussed in 
section 8 and section 9, respectively. 
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2. Literature selection methodology 

     Literature selection methodology is the methodology 
that was followed in literature selection as follow: 
 
2.1 A keyword Filter phase 
 
    The research articles were searched in the Google 
Scholar database using the following keywords: (1) 
Operating System (2) CPU management (3) CPU 
scheduling algorithms (4) RR scheduling algorithm (5) SJF 
scheduling algorithm (6) FCFS scheduling algorithm (7) 
Priority scheduling algorithm. The result of the research at 
this stage is 65 articles. 
 
2.2 Abstract Filter phase 

    At this stage, the abstract is read to determine the research 
articles relevant to the research. The selection resulted in 40 
articles from CPU scheduling algorithms, RR scheduling 
algorithm, SJF scheduling algorithm, FCFS scheduling 
algorithm, and Priority scheduling algorithm. 
Due to the diversity of the CPU scheduling algorithm, many 
studies and research have improved and developed this 
algorithm to increase system performance. The following 
sections review several papers related to CPU scheduling 
algorithms where the studies have been categorized into 
four CPU scheduling algorithm types: RR, SJF, FCFS, and 
Priority Algorithms. 
 

3. CPU scheduling algorithms 

    In this section, 4 articles on CPU scheduling algorithms, 
are reviewed and classified according to algorithms. 
In [4], the researchers suggested comparing the three CPU 
algorithms based on each algorithm's waiting time to find 
the most appropriate algorithm for a particular process. 
They tested each algorithm individually and tested their 
results. In[5], the researchers proposed an improved version 
of the round-robin CPU scheduling algorithm based on the 
k-means clustering technique to combine the advantages of 
favor short process and low scheduling overhead of round-
robin to reduce average waiting time, turnaround time. The 
k means algorithm is used to group similar processes in 
clusters. The proposed algorithm was compared with 
PWRR, TRR, PRR, SRR, and ADRR algorithms. The 
results showed that the proposed algorithm has a better 
performance by minimizing time cost compared with other 
algorithms. 
 
     In [6], these researchers created a fast system with fewer 
resources through the CPU scheduling algorithm. They 
reduced the algorithm's runtime and efficiency constraints. 
They implemented and developed algorithms FCFS, SJF, 

PS, RR, and DRR. Finally, they compared these algorithms, 
and DRR was the best among them. In [7], the researchers 
proposed scheduling algorithms to improve the operating 
system's real-time performance, and the CPU has been 
proposed. The proposed CPU is based on combining round 
scheduling (RR) and priority-based (PB) scheduling 
algorithms. Experimental results showed that the new 
algorithm improves all the round-robin scheduling 
algorithm CPU flaws. 

4. RR scheduling algorithm 

     In this section, 18 articles on RR scheduling algorithms, 
are reviewed and classified according to algorithms. In [8], 
the researchers proposed a smart job first dynamic round-
robin(SJFDRR) algorithm to solve the Round Robin 
scheduling algorithm problems related to time quantum. 
The algorithm is based on a dynamic-time-quantum 
approach used to make the CPU scheduler sort the process 
in ascending order on the burst time and assign the system 
priority and calculate a smart priority factor (SPF) for each 
process. The researchers designed a simulator to compare 
the proposed algorithm with the FJFDRR algorithm. The 
results showed that the proposed algorithm reduces the 
number of context switches, average waiting time, and 
average turnaround time when the arrival time of all process 
is zero. In [9], the researchers proposed an improved version 
of the Fittest Job First Dynamic Round Robin algorithm 
(FJFDRR) through added the process arrival time as an 
algorithmic factor implemented by multiple queues. The 
proposed algorithm was compared with FCFS, SJF, RR, 
and BJF algorithms in four test cases by used the ATAT, 
AWT, AR, and CS as metrics. The results showed that the 
proposed algorithm has the most balanced context switch 
degree based on the number of processes submitted. In [10], 
the researchers proposed Enhanced Round Robin (ERR) 
algorithm to improve CPU performance by minimizing the 
average waiting time and turnaround time. The proposed 
algorithm was compared with RR and IRR algorithms in 
three different cases. The results showed that the proposed 
algorithm has a better performance by reducing the average 
waiting time and average turnaround time compared with 
other algorithms. 
 
     In [11], the researchers are interested in time quantum 
problems in the round-robin algorithm. The Manhattan 
distance was used for the CPU burst times of processes to 
obtain the optimal time quantum value. ORRSM and SRR 
algorithms performance was compared in three cases with 
five processes that differed in burst times. The results 
showed that the ORRSM gives better performance of the 
RR algorithm with a reduction in context switches, 
turnaround times, and waiting times. 
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In [12], the researchers proposed a hybrid round-robin 
scheduling mechanism for process management (HYRR) to 
improve the RR algorithm. The HYRR algorithm inherits 
properties from the SJF and FCFS algorithms and dynamic 
time quantum was used instead of static time quantum. The 
HYRR algorithm was compared with the RR algorithm. 
The results showed that the HYRR algorithm has more 
effectiveness by maximizing CPU utilization, throughput 
and minimizing AWT, ATT, ART, and NOC. 
In [13], the researchers proposed a load balancing policy 
between data centers and various load balancing solutions.  
In this paper, the researchers discussed the concept of 
pregnancy dispersion and then compared FCFS , SJF and 
RR on Cloudsim . The simulation results showed that RR 
task scheduling is much better than FCFS and SJF whether 
using time-sharing policy or shared space policy for 
cloudlet implementation. 
In[14], The researchers applied the combined product 
between the SJF and RR algorithms to overcome the RR 
algorithm's flaws and reduce the response time and wait 
time in processes where the process is given a certain 
amount of time to execute. The results showed that the rated 
RR is good to use as it reduced latency and wait time and 
reduced starvation by implementing the least burst time 
first. 
In [15],  the researchers proposed scheduling a round-robin 
algorithm to obtain results and perform better from the 
round-robin (RR) algorithm. The proposed algorithm 
depends on determining the time quantum, which increases 
the round-robin (RR)scheduling algorithm's performance. 
The Experimental results The proposed algorithm more 
efficient through the identification of optimum time.  
In [16], the researchers proposed a new CPU scheduling 
algorithm called Amended Dynamic Round Robin (ADRR) 
based on CPU burst time.  It aims to improve the traditional 
RR scheduling algorithm using the concept of active 
quantitative time. The experimental results demonstrated 
that the proposed ADRR algorithm outperformed the other 
algorithms with less average waiting time, a small number 
of context switches, and less turnaround time. 
 In [17], The researchers proposed a new scheduling 
algorithm for the central processing unit called Efficient 
Round Robin Algorithm (ERRA) that differs from RR in 
that the time instead of being constant will be dynamic 
according to each process's needs to improve efficiency. 
The experimental results showed that the proposed 
algorithm gave better results in terms of average waiting 
time, average time spent, and changing the context. In [18], 
The researchers proposed a new approach for the RR 
algorithm, called the smart RR algorithm, which changes 
the time each time based on the remaining time of the 
process. The experimental results showed that this new 
approach from the RR algorithm improved lower average 
wait time and lower average response time than the 
traditional Round Robin scheduling method. 

In [19], The researchers proposed a new algorithm, a set of 
algorithms that have been combined to produce an 
algorithm. Aiming to reduce the time spent by the process 
while it is waiting. It also reduces the number of switches to 
provide a good, fair, and effective algorithm. The results 
showed that the new algorithm increased productivity. 
In[20], The researchers proposed an improved algorithm 
from RR called DABRR (Dynamic Average Burst Round 
Robin). This algorithm uses the dynamic amount of time 
rather than the time used in the RR. The experimental 
results showed that DABRR better than RR. In [21], have 
been suggested a new CPU scheduling algorithm has been 
proposed to incorporate a round-robin and priority 
scheduling algorithm. That provided a solution to the 
problem of aging by prioritizing operations and working to 
reduce famine. The experimental results showed that the 
proposed algorithm overcomes all the drawbacks of the 
existing round-robin algorithm. 
In [22], have been suggested a new CPU scheduling 
algorithm has been proposed, which is an improved version 
of the Round Robin algorithm that relies on intelligently 
calculating quantitative time and prioritizing operations 
based on it. The experimental results showed that the 
proposed algorithm outperformed from where less average 
waiting time, a small number of context switches, and less 
turnaround time than the simple Round Robin algorithm. In 
[23], The researchers proposed a dynamic time quantum-
based Round Robin (DTQRR) algorithm to improve the 
CPU performance by using features of IRR and IRRVQ to 
reduce the waiting time, turnaround time, and the number 
of context switches. The proposed algorithm was compared 
with RR, IRR, and IRRVQ algorithms on waiting time, 
turnaround time, and context switch. The results show that 
the performance of proposed algorithms is better than the 
RR, IRR, and IRRVQ as it reduces all three scheduling 
criteria. 
In [24], the researchers developed a simplified dynamic 
improved round-robin (STARR) CPU scheduling algorithm 
to enhance the round-robin algorithm. The proposed 
algorithm depends on the numeric outlier detection 
technique and geometric mean to determine an optimal time 
quantum when the burst times of processes arriving in the 
ready queue include outliers. The performance of the 
proposed algorithm was compared with selected improved 
versions of RR. The result showed that the proposed 
algorithm performed better in reducing the average waiting 
time and average turnaround time. In [25], the researchers 
proposed a new algorithm to improve the CPU's 
performance, derived from the features provided by the 
Round Robin algorithm. The results showed that the 
proposed algorithm offers better than the Round Robin in 
terms of average waiting time, average turnaround time, and 
several context switches. 
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5. SJF scheduling algorithm 

In this section, 13 articles on SJF scheduling algorithms, are 
reviewed and classified according to algorithms. In [26], the 
researchers introduced a comparison between FCFS and 
SJF to show which algorithm is the process that is more 
suitable and how their scheduling is being implemented. 
They Performed through the use of exemplary job processes 
to determine the best among the algorithms. The result 
showed the SJF gives better performance for scheduling 
processes than the FCFS.   
In [27], the researchers suggested a comparison between 
FCFS and SJF for scheduling a multimedia operation and 
analyzing the variance in their performance through 
different sets of data and a variety of operations. The results 
showed that SJF for multimedia task scheduling performs 
better than FCFS after applying it to three different data 
groups. In [28], the researchers proposed a comparison 
between the Round Robin scheduling algorithm and the 
shortest job first scheduling algorithm and the proposed 
algorithm. There were different scheduler levels applied at 
different levels of the process, from the ready queue to 
terminate. The results showed that the proposed scheduling 
had less waiting time, response time, context switching, and 
less preventive than the RR scheduling algorithm and less 
wait time than the SJF scheduling algorithm. In [29], 
researchers analyzed an FCFS and SJF-based priority 
scheduling algorithm for similar priority jobs to decide 
which processes in the ready queue will be assigned to the 
CPU. The experimental result shows that the average 
waiting time and average turnaround time are reduced. In 
[30] the researcher proposed a system that works on the SJF 
algorithm. The operation is carried out according to the time 
of the explosion. Initially, processes are assigned to the 
ready-made queue according to priority. The results showed 
that the algorithm running on SJF is better than FCFS and 
has a better average wait time. 
In [31], The researchers applied the Least Slack Time First 
and SJF algorithm for the Realtime system to determine the 
dynamic priority according to the slack time. The task that 
has a minimum slack time has the highest priority. The 
results showed that the LST algorithm works fine at low 
load and bad in an overload condition. As for SJF, it cannot 
schedule a job at a low load while it performs relatively well 
in case of overload. In [32], Researchers have proposed K 
FACTOR algorithm to reduce SJF's limitations and 
overcome its shortcomings (starvation and polarization 
towards shorter operations). A parameter called K is used, 
which is initialized with values and increases with each 
node. The results showed that the proposed algorithm is not 
better than SJF, but it eliminates starvation for long 
operations to become fair for all operations. 
In [33], have discussed the scheduling algorithms of the 
different CPUs and clarified the best algorithms for the 
special case in terms of waiting time and response time 

compatible with scheduling goals. The Experimental results 
have shown that the Shortest Job First Scheduling (SJF) 
tends to increase wait time, making presenting long 
processes impossible. In [34], have discussed the 
scheduling algorithms used to schedule operations in the 
CPU multi-programming system, first come first served 
(FCFS), round-robin (RR), shortest job first (SJF),  made a 
comparison was based on scheduling criteria eight (8) 
Important parameters in process scheduling. The 
experimental results showed that the ideal proposed 
algorithm should reduce response time and overheads in 
terms of CPU, disk, and memory usage and increase 
productivity. 
In [35], have discussed the importance of CPU scheduling 
by switching between different processes to make the most 
of the CPU and clarify the best algorithm for a special case 
in terms of waiting time and response. The Experimental 
results have shown that the SJF scheduling algorithm gives 
the minimum average standby time. In[36], Researchers 
have proposed improving the algorithm SJF in cloud 
computing. By releasing a new algorithm, a modified 
Shortest Task First (MSJF) algorithm to reduce Makespan 
and reduce average response time while maximizing 
resource usage. The experimental results showed that MSJF 
is better than SJF and FCFS. 
In [37], The researcher suggested an ideal algorithm for SJF 
in which adjustments in the shortest time would be chosen. 
In this algorithm, processes with the shortest time to 
complete are placed in front of the ready queue. Results 
showed that SJF is suitable for batch jobs where the runtime 
is predefined, and each process can be executed based on 
minimum burst time. In [38], the researchers presented a 
new algorithm SJF approach to improve CPU efficiency. A 
comparative analysis of the proposed algorithm was 
performed using Round-robin algorithms and SJF 
protective algorithms. The results showed that the proposed 
algorithm improved the system's performance by reducing 
the context switching to the required extent. 

6. FCFS scheduling algorithm 

In this section, 2 articles on FCFS scheduling algorithms, 
are reviewed and classified according to algorithms. In [39], 
the researchers proposed comparing SJF and FCFS for best 
utilization of memory. The results showed SJF best in less 
average waiting time between multiple scheduling 
algorithms and FCFS best in a simple application, which 
does not involve any complex logic. 
In[40], the researchers designed the MapReduce Analysis 
Process Management System to perform the MapReduce 
function in a process management application to use the 
BPM (BigData Process Management) engine by discussing 
a tool that fits the functionality by analyzing the 
characteristics and performance of the models. FCFS is the 
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most suitable data analysis algorithm, being the effective 
implementation of data set and data. 

7. Priority scheduling algorithm 

    In this section, 3 articles on Priority scheduling 
algorithms, are reviewed and classified according to 
algorithms. In [41], the researchers proposed a new CPU 
scheduling algorithm called the Modified Priority 
Preemptive Scheduling Algorithm. The algorithm circularly 
implements priority pre-scheduling. The results showed 
that the new solution solved the starvation problem and 
enhanced the normal Preemptive algorithm performance. 
In [42], researchers proposed an algorithm for load 
balancing and prioritizing applications of prime 
importance. The SJF algorithm has to be used for ranking 
jobs and then the RR algorithm must be used for processing. 
The results showed that the ad hoc algorithm pays attention 
to higher priority tasks and executes them quickly and for 
low priority operations, reduces contextual switching and 
hence the choice between RR and SJF. 
     In [43], The researcher proposed a scheduling algorithm 
for high priority Cyber-Physical System random tasks. A 
fog group is used to process the last available time and 
execution time and then give the system to the random task 
with high priority in idle time. The algorithm improves the 
sending rate of random tasks that have high priority and can 
be executed more efficiently. 

8. Discussion 

     CPU scheduling algorithms have helped to manage and 
schedule the process in the operating systems. After 
reviewing studies from [4] to [7], based on this generally. 
The results showed each algorithm has the characteristics 
that distinguish it based on a certain criterion. The 
percentages of results are shown in Figure1. The largest 
percentage of 50% is reached in the RR algorithm. Then 
with 25% in SJF. Finally, a percentage of 25% in FCFS. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
After reviewing studies from [8] to [25] based on RR. The 
results showed that the RR algorithm improved the average 
waiting time, throughput time, turnaround time, and 
response time. It is also maximizing CPU utilization. The 
percentages of results are shown in Figure2. The largest 
percentage of 68% is reached in the RR algorithm only. 
Then with 16% in SJF with RR. Then with 4% in Priority 
with RR. Finally, a percentage of 12% in FCFS with RR.  
 
 
 
 

    After reviewing studies from [26] to [38] based on the 
SJF scheduling algorithm. The results showed that the SJF 
algorithm reduced the average waiting time, turnaround 
time, and response time. The percentages of results are 
shown in Figure3. The largest percentage of 56% is reached 
in the SJF algorithm. Then with 26% in merging FCFS with 
SJF. Finally, a percentage of 9% in merging RR and FCFS 
with SJF. 
 

 
Fig. 1. The percentage of studies on the CPU scheduling 

algorithm 

Fig. 3. The percentage of studies on SJF scheduling 
algorithm 

Fig. 2. The percentage of studies on the RR scheduling 
algorithm 
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After reviewing studies from [39] to [40] based on the FCFS 
scheduling algorithm. It is best to reduce the average 
waiting time. The FCFS algorithm is most suitable for data 
analysis operations and the best simple to apply. The 
percentages of results are shown in Figure4. The largest 
percentage of 67% is reached in the FCFS algorithm.  
Finally, a percentage of 33% in SJF with FCFS. 
 

 
After reviewing studies from [41] to [43] based on the 
priority algorithm. The results showed that the Priority 
algorithm is concerned with the highest priority operations 
and rapid implementation, solving the starvation problem. 
The percentages of results are shown in Figure5. The largest 
percentage of 60% is reached in the Priority algorithm.  
Finally, a percentage of 20% in RR and SJF merged with 
the priority algorithm. 
 

 

9. Conclusion 

This paper presented studies related to CPU scheduling 
algorithms. This study showed that optimized scheduling 

algorithms for different CPUs could reduce response time, 
wait time, and overheads in CPU, disk, and memory usage 
and increase productivity. In general, we believe that 
optimized CPU algorithm scheduling improves CPU 
performance, just as the results showed that CPU algorithm 
scheduling helps reduce wait time and response time for 
processes. Also, the CPU algorithms allow the user to get 
good results without wasting valuable time. In the future, 
other researchers can conduct more research and 
investigations to explore other scheduling algorithms that 
will be optimal and thus provide optimum user satisfaction. 
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