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Summary 
Collaborative ontology construction is the latest trend in 
developing ontologies. In this technique domain specialists and 
ontologists need to work together. Because of the complexity 
associated with ontology construction, it`s done in an iterative and 
incremental fashion. After each iteration, an ontology increment 
will be produced. Current ontology increment is always an 
enhanced version of the previous increment. Each ontology 
increment has to be verified for its accuracy. Domain specialists’ 
contribution is very significant in accomplishing this necessity. 
Unfortunately, non-computing domain specialists (i.e. medical 
doctors, bankers, lawyers) are illiterate on semantic concepts. 
Therefore, validating the accuracy of the ontology increment is a 
complex hurdle for them. This research proposes verbalization 
approach to address this complexity. 
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1. Introduction 

An ontology is a domain specific conceptualization, which 
is machine and human readable. It`s impossible to develop 
an ontology at once. Therefore, an iterative and incremental 
fashion is followed. Each iteration produces an improved 
version of an ontology increment. Before proceeding to the 
next ontology increment, accuracy of the current increment 
has to be verified [1-3]. Domain specialists` input is very 
significant in accomplishing this requirement. But non-
computing domain specialists are not experts in ontology 
engineering. They don`t have the skillset to comprehend an 
ontology increment available in form of a (Resource 
Description Framework) RDF or (Ontology Web 
Language) OWL file. Further, their understanding is 
inadequate to comprehend the visualized schemata of an 
ontology increment also. Accuracy of the embedded 
knowledge into an ontology cannot be verified, as they have 
no knowledge in understanding the schematic structure and 
writing appropriate SPARQL or SQWRL queries. These 
challenges make the domain specialists’ knowledge 
verification role impossible [4-5]. 
Verbalization is the technique of converting complex 
technical semantics into understandable natural language. 
Therefore, verbalization is proposed as an ideal strategy to 
comprehend the knowledge embedded in RDF / OWL files, 

without the need for writing SPARQL queries and resolving 
the technological bottlenecks [10-11]. Even though, 
existing verbalization techniques have multiple limitations  

2. Related Works 

Majority of the existing verbalizers can verbalize up to 
the level of control natural language (CNL). This is not 
colloquial general English, where a non-technical layman 
can understand. Attempt to control English (ACE) is a 
popular form of CNL, which is similar to ASSEMBLY. But 
this form of verbalization does not resolve the technical 
barrier faced by the non-computing domain specialists. 
Therefore, the verbalizers` produce output in CNL form is 
not a solution for the problem investigated [9-14]. 

Next is the issue of extensive configuration 
requirements. If a verbalizer to be used in verbalizing a 
knowledge model associated for a specific domain, first it 
has to be configured. Because the verbalizer has to 
understand the schemata and the domain to assure a 
productive verbalization output. Therefore, the same 
verbalizer cannot be used for multiple domains without 
going through the extensive configuration phase. Hence, it 
can be presented as majority of the existing verbalizers are 
domain and schema dependent. For an example MIKAT 
(Medical Imaging and Advanced Knowledge Technologies) 
verbalizer is limited only to the breast cancer domain. It 
cannot be used with any other domains [18-20]. 

Majority of the current verbalizers are depending on 
the Natural Language Generation (NLG) pipeline. 
Principals of NLG is relying on the Rhetoric Structure 
Theory (RST). According to RST, two main concepts 
remain as nucleus and satellite. Nucleus represent the main 
concept and satellite represents the related concepts linked 
with the main concept. Nucleus and satellite will be 
changing from domain to domain. If these two concepts are 
not properly recognized in relation to the domain, accurate 
verbalizations will not happen. Hence, a technically 
intensive manual phase has to be applied to perform the 
lexical mappings via assigning proper weightages. This is 
another huge limitations associated with existing 
verbalizers [15-17]. 
NaturalOWL [15] is a popular verbalizer with the 
deficiency of extensive manual mapping phase. This phase 
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is technically referred as portal configuration phase. Live 
OWL Documentation Environment (LODE) is another very 
popular verbalizer [21]. This is a web service which accepts 
the ontology increment file to be verbalized. The biggest 
restriction of LODE is, it`s designed to function with de-
facto standard meta models like Dublin-Core and FOAF. 
Because LODE uses XSLT technology to interact with 
those de-facto standard meta models end-points. Therefore, 
it is a must to have semantic annotations related with the de-
facto standard meta models, in the ontology increment to be 
verbalized. The next limitation is, LODE accepts ontology 
increments with a Cool-URI. The pseudo-URL structure 
expected by the LODE web service is 
https://w3id.org/lode/optionalparameters/published_ontolo
gy_url. Therefore, the respective ontology increment to be 
verbalized has to be published in the web, which is another 
restriction of LODE. Verbalizers as OnToology [22] and 
Widoco [23] are also having similar restrictions as those 
also have been developed on top of LODE. 

3. Results and Discussion 

As there are several limitations associated with existing 
verbalization approaches, new domain and schema 
independent verbalization technique, free from manual 
configurations is proposed.  The proposed technique 
comprises of three main phases as depicted in figure 1. 
 
 
 
 
 
 
 
                             
 
 
 
 
 
 
 
 

Fig.1 Execution phases of the proposed verbalization approach 

 

 

3.1 Knowledge Extraction Phase 

Workflow associated with the knowledge extraction 
phase is depicted in figure 2. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Workflow of the knowledge extraction phase 

Semantic elements have to be extracted one by one as 
depicted in figure 2 above and store them in the database 
structure defined in figure 3. Conditional verification has to 
be enforced, as all semantic elements could not be receding 
in an ontology increment. 
 
In phase –II as depicted in figure 4, ontology increment 
specific AIML file will be auto generated. This is a very 
important step, in accomplishing domain and schema 
independent verbalization. The main reason for selecting 
the AIML technology is, unlike technologies like 
DialogFlow [25], RAZA [24], IBM Watson [26], AIML 
[27-29] does not require a domain specific training set to 
train the verbalizing model. Further it`s free and lot of 
external integration support is available. 

Phase -I 
Knowledge Extraction  

Phase – II 
Auto generate AIML 

template 

Phase – III 
Verbalization 

Upload RDF/OWL file of 
the ontology increment to 
be verbalized 

Extract class 
information from 
the ontology 
increment file 

Extract data 
properties from the 
ontology increment 
file 

Extract object properties 
from the ontology 
increment file 

Extract individuals & 
other semantic 
elements from the 
ontology increment 
file 

Store the extracted 
semantic elements 
separately in the DB 
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Fig.3 Database Schema 

 3.2 Auto Generate AIML Template 

The workflow associated with phase-II is as depicted in 
figure 4 below. 
 
 

 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

Fig. 4 Workflow for AIML auto generation. 

 
 
 
 
 

 
 
 
 
AliceBot  [28] is a chatbot engine which derives knowledge 
from AIML files. Here the as depicted in figure 5, AliceBot 
accepts sementic element inputs from the database and it 
will query and locate the respective categories from the auto 
generated AIML file. Henceforth, ontology specific values 
extracted from the database will be injected to the 
placeholders avilable inside the specific category selected 
in the AIML file. 
 
Eventually, all the processed categories will be fed into a 
seperately defined arraylist. Once the verbalize request 
handling is over, the array list will be filled with the 
contents to be verbalized. By initiating an iterater to traverse 
through the verbalized contents in the arraylist, item by item 
can be fed to the iText PDF plugging to accomplish the 
verbalized report generation. A verbalized report generated 
using this approach is depicted in figure 6 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Extract stored semantic 
elements from the data 
base 

Stow them 
separately in 
different array list 

Initiate a blank 
AIML file 

Start appending extracted 
semantic elements as 
separate categories 

Repeat the process until 
all semantic elements 
are appended to the 
AIML file 

Complete the 
generation of 
ontology 
increment’s AIML 
file 
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3.3 Verbalization Phase 
 
The workflow associated with phase-III is as depicted 
in figure 5 below. 
 

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Workflow of the verbalization phase 

The importance of this algorithm is, it will ensure domain 
and schema independent verbalization, free of any 
configuration requirements. Proposed algorithm is capable 
enough to generate the ontology increment specific AIML 
file with the required knowledge embeddings. Therefore, 
with no manual configurations this algoritm can verbalize 
any ontology increment despite the domain and schema 
restrictions. Another notable contribution is, this algorithm 
has alterted the fucntionality of the AliceBot engine, from a 
chatbot to a verbalizer. 
The proposed technique is utilized in 03 different ontology 
construction projects. Generated verbalized reports were 
collaboratively assesed by the domain specialists involved 
for those projects for three separate iterations. Henceforth, 
depending on the verification results, confusion matirces 
were derived as specified in table 1 in next page. 
 
 
 
 
 

 
 
 
 

Fig 6 Fraction of a Verbalized Report 

 
 
 
 
 
 
 
 
 
 
 
 
 

Load AliceBot 
Engine 

Supply semantic element 
types to the AliceBot 
engine as requests 

Query across the 
generated AIML 
template and fill the 
matching placeholder 
values  

Add the statements 
to be verbalized 
from the AIML 
template to a new 
ArrayList 

Iterate through the 
ArrayList content and 
feed the extractions to 
iText PDF plugin 

Generate PDF based 
verbalization report 

Repeat the same 
process for all 
AIML categories 
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                                                  Table 1 Evaluation Results 
 
4. Conclusion 
 
Collaborative ontology engineering is the current trend of 
developing ontologies. In this mechanism, ontologists and 
domain specialists need to play a collaborative role with 
mutual understanding. Domain specialists’ contribution is 
very significant throughout the ontology development cycle 
for the verification of the accuracy of the conceptualized 
knowledge embeddings. But domain specialists’ like 
bankers, medical doctors, lawyers being non-technical 
specialists face lots of hurdles in effectively contributing as 
domain specialists, due to the technical complexities.  
The proposed verbalization approach has yielded successful 
results, hence it can verbalize beyond the level of CNL and 
its configuration free along with domain and schema 
independence. The effectiveness of this approach is reveled 
thorough the experimental analysis conducted for three 
different domains iteratively.  Overall results of the 
accuracy of this approach is close to 82%. 
In future, it`s intended to improve the human computer 
interaction of this approach even further with proper 
interface and tool tip support. 
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