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Abstract: 
Social networking platforms have become a smart way for people 
to interact and meet on internet. It provides a way to keep in touch 
with friends, families, colleagues, business partners, and many 
more. Among the various social networking sites, Twitter is one 
of the fastest-growing sites where users can read the news, share 
ideas, discuss issues etc. Due to its vast popularity, the accounts of 
legitimate users are vulnerable to the large number of threats. 
Spam and Malware are some of the most affecting threats found 
on Twitter.  Therefore, in order to enjoy seamless services it is 
required to secure Twitter against malicious users by fixing them 
in advance. Various researches have used many Machine Learning 
(ML) based approaches to detect spammers on Twitter. This 
research aims to devise a secure system based on Hybrid Similarity 
Cosine and Soft Cosine measured in combination with Genetic 
Algorithm (GA) and Artificial Neural Network (ANN) to secure 
Twitter network against spammers. The similarity among tweets 
is determined using Cosine with Soft Cosine which has been 
applied on the Twitter dataset. GA has been utilized to enhance 
training with minimum training error by selecting the best suitable 
features according to the designed fitness function. The tweets 
have been classified as spammer and non-spammer based on ANN 
structure along with the voting rule. The True Positive Rate (TPR), 
False Positive Rate (FPR) and Classification Accuracy are 
considered as the evaluation parameter to evaluate the 
performance of system designed in this research. The simulation 
results reveals that our proposed model outperform the existing 
state-of-arts. 
 
Keywords:  
Twitter, Threat detection, Spam, Malware and Cosine Similarity. 

1. Introduction 

Present day human socialisation activities as dominated 
by social networking sites, where he can create profiles, 
make a connection with other users as well as converse with 
them. There are numbers of networking sites present in 
social network space such as Twitter, Facebook, LinkedIn, 
and WhatsApp which facilitate users to share information 
in the form of audio, video, text including images [1]. 
Twitter, as a networking platform, is intended to help people 
converse through the tweets consisting of text message or 
http links limited to 140 characters. This exchange of tweets 
is the medium of communication among the users. With 
leap and bound hype in Twitter users, it becomes an 
attractive target for spammers where spam becomes the 

largest concern in this social networking platform [2]. Grier 
et al. (2010) have stated that 0.13% of the spam messages 
posted on Twitter and are double as compare to the email 
spam making it a central topic for research community 
engaged in regime of internet security. After creating a 
profile on social sites, the existing user enables to search for 
the new user according to his/her interest. In Twitter, the 
network is composed of social users, who connect with each 
other after replying or mentioning another user in their 
comments [3]. The structure of the user on Twitter is 
depicted in figure 1. From a given figure, the structure of 
Twitter working in which a user's tweets are only available 
to their followers. While forwarding tweets to a follower at 
the third level of hierarchy, his/her followers are rendered 
by the blue circle can access the user's tweets, when third 
follower in the second level of tweet structure re-tweets, 
users who are not followers of the original user can also 
access the tweet. As envisaged from the figure, Twitter's 
"user" → "follower" structure having a tree structure in 
which the flow of information goes down the tree. It should 
also be noted that unlike other social networks, the 
relationship among users and their followers may be 
asymmetric. Particularly when a user gets followers, neither 
of them will automatically follow each other; therefore, the 
user does not necessarily have to access all the tweets of 
their followers [4].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 1: User Structure on Twitter 
 

Spammers not only try to advertise products, but they have 
also been actively involved in misleading users by clicking 
on malicious links. Spammers on Twitter employ an 
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enormous number of techniques to attract users into 
clicking malicious URLs [5]. As the users are free to share 
their information, so the groups are formed among such 
users who are more active and share information rapidly as 
compare to less connected users. Attackers can easily access 
relevant or personal information like passwords and bank 
details of genuine social users. Recently Twitter has been 
emerged as a newer platform for the cybercriminal as well 
as performs a number of malicious activities like Spam, 
phishing, Malware and so on [6].  
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Figure 2: Structure of the Socio-Criminal Ecosystem 
 

The representation of the social-criminal ecosystem of the 
social network is given in figure 2, particularly for the 
Twitter site where which a separate community is 
established by criminal users by using a unique user ID, 
including a supporter community encircled by the green 
circle that supports such users outside the community of 
criminal accounts [7]. There are two types of relations 
depicted in figure viz. inner and outer. Inner relationship 
indicated the interrelation between the criminal accounts 
linked through social means. The outer relationship is to 
represent the relationship between the criminal account and 
criminal supporters. This is consumed to reveals the 
features of close friendship, including criminal accounts. 
The threats that have been identified in this work are: 
Malware and Spam [8].The user can face various types of 
attacks while using Online Social Networking (OSN) sites. 
These attacks might be generated by the trusted third party 
or attacker can also used fake accounts for insulting social 
user. These attackers randomly send friend requests to other 
social media users. If the request is accepted by the victim, 
communication between attacker and these victim friends is 
started. For instance, someone who uses social engineering 
to invade a computer network may try to gain the trust of 
formal users and let them leak information that endangers 
network security. Social engineers trusted on both social 
help as well as their weaknesses. During emergency, social 
engineers call an authorized person and need to access the 

network immediately. In social networks malicious links 
posted by unwanted users to attract user traffics termed as 
Malware. Both of these untrustworthy activities are 
depicted in below sub-sections: 
 
1.1. Spam 
 

It is envisaged from the existing work that most of the 
Spam are found in emails but social sites also suffer from 
Spam or malwares. Spam can affect the information in a 
number of ways such as by sending them irrelevant 
information in the form of advertisement or by transferring 
messages continuously to the same IDs on the social 
network. In majority of existing works the Spam can be 
detected by collecting similarity data and extracting a 
pattern based upon data features. According to Beutel et al. 
(2013) spam has been detected by analyzing the relationship 
between users and the pages along with the time of the 
instant at which the edge has been initialized in the social 
graph [9]. Another similar work is done by Ahmed et al. 
(2012), which used the graph-based approach to show the 
connection among the social user, i.e., nodes, with their 
communication by the edge of the graph [10]. The weight 
of the edge is corresponding to real and fake user 
interactions in the form of shared URLs, pages, active 
friends. In our approach, spam detection is performed by 
using the Optimization-based Machine Learning (ML) 
technique as shown in figure 3. 
 

 
 

Figure 3: Workflow of Spam Anti-filter 
 

1.2. Malware 
 
It is a common type of cyber attack in which malicious 
software executes unauthorized actions. The malicious 
software encompasses a number of certain types of attacks 
named as ransomware, spyware All these are type of code 
which is enter into the network with the aim to affect 
genuine users or steal information from the authorized users. 
So it's challenging for a user and requires being overcome 
[11]. In prior days spammers utilized outmoded social 
networks such as email and newsgroups to affect the 
information of normal users through inserting worms and 
after installing them. The other sites that are also being 
affected by this attack are; Facebook and Twitter [12]. The 
way which is being followed by Malware to affect the 
information is represented in figure 4.   
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Figure 4: Malware Threat 

 

In this paper, a framework has been developed for the 
detection of Spam including Malware particularly for the 
Twitter site. This mechanism is based on cardinal principle 
to find similarities among the extracted features such as 
crime-related keywords along with normal keywords 
including the URL features. The extracted features are 
optimized using a novel fitness function of the Genetic 
Algorithm (GA). After getting the optimized features such 
as URL the machine learning classifier namely Support 
Vector Machine (SVM) is trained according to the 
optimized features that lead to an improved detection 
method. The remaining section of this paper is organized as; 
the state of the art of malicious attacks like Spam and 
Malware detection techniques have been described in 
section 2. The explanation of the presented approach in 
steps is provided in section 3. The simulation has been 
performed in MATLAB based upon the considered 
parameters are described in section 4. Finally section 5 
concludes the paper followed by a list of bibliographic 
reference.  
 
2. Related work  

 
There have been a number of approaches introduced in 
literature to provide detection and protection of social 
networks against Spam. The most known feature based on 
which it is identified the illegal one listed by Blanzieri et al. 
(2008)[13].To detect and classify a message as a malicious 
one, the techniques named content filtering are utilized by 
Sahamiet al. (1998) [14].  In social media platforms such as 
Twitter and Facebook the method of content-based is not 
effective because the Spam generally contains only a few 
words including URLs. So the URL blacklisting approach 
has been utilized by a few researchers with the aim to filter 
the Spam but this scheme is not yielding desired results due 
to heavy processing time as stated by Grier et al. (2010) [15]. 
Due to this reason a novel approach has been implemented 
to filter out Spam along with Malware from Twitter using 
optimization by utilizing the ML approach. Song et al. 
(2011) have utilized relation features, i.e. distance and 
interconnection among the transmitter and receiver of social 
user for detection of data as malicious or non-malicious. A 
list of Spam and non-spam has been identified and then 
trained the classifier on the basis of extracted features. The 
findings indicated that most of the Spam had been produced 
through the account rather than the receiver [16].Lin et al. 

(2017) have introduced an ML-based scheme for the 
detection of Spam on the basis of ground truth value as well 
as provided enhanced performance. The designed Spam 
detection Twitter model has been observed for scalability 
and performance has been analyzed on the basis of True 
Positive, False Positive, F-score, and Accuracy using 
distinct sizes of data with sort processing time [17]. Hai and 
Hwang (2018) have utilized deep learning as a classifier for 
the detection of Malware on the basis of their malicious 
activities. The obtained accuracy of detection 98.75% as 
compared to the other existing approaches have been 
achieved in their work [18]. Kaur and Sabharwal (2018) 
have utilized a forward neural network as the classifier 
which has been trained on the basis of extracted features 
(+ve and –ve) in social networks. To overcome the 
complexity of extracted features, genetic-based 
optimization has been utilized to get the optimized value 
[19].Jain et al. (2019) have presented a DL based spam 
detection system. Techniques such as CNN and Long Short 
term Memory (LSTM) approaches have been used. The 
designed model has been supported by the semantic words 
using WorldNet and ConcetNet approach. These techniques 
performed well with improved accuracy and F-score value 
[20]. 
 
In nutshell, the above literature survey reveals that the Spam 
and Malware message detection filters the document in a 
short message by utilizing a small number of feature sets. 
To accomplish this goal, the presented present used a 
slightly distinct mechanism from traditional content Spam 
analysis on the basis of the word model package. The 
approach used in this study is presented in the subsequent 
section.  
 
 
3. Proposed Extended Work Architecture  

 
In this research an innovative scheme has been developed 
through hybridization of GA with SVM approach to detect 
Spam and Malware users in Twitter network. The features 
of tweets has been refined as well as optimized on the basis 
of the fitness function of GA and utilized dynamically with 
the aim to train the structure of SVM. In the traditional 
approach the features are generally refined using a pre-
processing approach and then applied to the complete 
dataset. SVM is an enhanced scheme that selects features 
dynamically for single users instead of utilizing similar 
features for the whole database. This happens because the 
features for each user are different that can segregate users 
from one another. However, a feature has a strong 
differentiating effect on one user group; it is observed that 
it's not required that different groups also have a similar 
effect. A discussion on link sharing rates reveals that new 
accounts and Spam accounts has typically higher than 
average rate for link sharing. After analyzing users average 
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link sharing rate, it has been observed that spam users took 
advantage of more images from news sites. If only the 
number of image sharing is filtered, it is impossible to find 
spam users but if this filter is applied to users with more 
sharing links than other users, the image sharing filter will 
become very different. The conclusion of this work is that 
each feature has a different impact on a single user group. 
As discussed in the above work we have to classify each 
user on the basis of URL shared and then grouped each URL 
on the basis of their features by utilizing the SVM technique 
along with the GA optimization approach. The designed 
secure framework for the Twitter site against Spam and 
Malware is depicted in figure 5 and steps followed .are 
mentioned there in subsequent sub-sections.

Start

Upload Data
Generate vector 

value
Calculate Soft 
cosine similarity

Divide data as per 
type of threat 

Initiate Support 
Vector 

Machine(SVM)

Kernel Type 
Linear

Yes

PropagationType: 
Ax+=0

No
Propagation Type : 
Pow((ax+b),2)

Train and Classify
Evaluate 

Parameters

Stop

 
 

Figure 5: Proposed Workflow 
 

3.1.Upload Test Data 
 

Initially a mix data is being gathered from open social 
network site. The dataset composed of total 200K tweets 
including their URL. An assumption has been made that all 
tweets involves URL with the aim to attract social users 
towards malicious sites like Malware and Spam 
downloading [21].  
 
3.2.Stop Word Removal 

 
The stop words from collected data is removed through 

contrasting each row involves in the dataset with the stored 
stop words list has initiated from the stop words collected 
from website [22]. Some stop words utilized in the 
presented approach are listed in Table 1 below.  
 
 

Table 1: List of Stop Word used in Research Study 
 

“An” “If” “During” “Before” “After” “Abov
e” 

“And
” 

“Or” “Below” “To” “From” “Up” 

“But
” 

“Becau
se” 

“Down” “In” “Is” “It” 

“Whi
le
” 

“Until” “Else” “Than” “Too” “Very” 

“Off” “Of” “Own” “Can” “Off” “Will” 

“The
” 

“At” “Just” “Don” “Should
” 

“Now” 

 
 
At the beginning the gathered data is uploaded and 
compared with the list of stored stop words in the database. 
If the words from the uploaded data are matched with the 
database words thereafter these words are removed 
retaining only the data that involves only the meaningful 
informative words [23]. The algorithm developed for stop 
words is provided below: 
 
 
Algorithm: Stop Word Removal from tUD 

Where, tUD User data from on the basis of social users  
Sw_fdThe data free from stop words 
1 initialize 
2 Upload dataset of stop words (Sw) 
3 Set, Count = 1 
4 For x = 1  All tUD do 
5        For y = 1  All Sw do 
6           If tUD(x, y) = Sw (x, y) 
7 Sw_fd (Count)=tUD (x,y) 
8               Count+= 1 
9           Else  
10 Sw_fd= ‘ ’ 
11 End_If 
12 End_For 
13 End_For 
14 Return: Sw-fd as a list of data that are free from 
stop words 
15 End_Func 

 
 
3.3.Mention Ratio/URL as Content-based 

Features 
 

In this work the mention ratio i.e. ‘@’ and ‘#’ have been 
utilized as properties of content including the URL. Since 
these are required features utilized by Twitter and also 
consumed by malicious users to mislead the normal tweet 
users. So the removal of such symbols from the tweet is 
necessary.  
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3.4.Mention Ratio 
 

The Twitter users can be tagged through @ symbol. 
This feature is also been misused by spammers or malwares 
to mislead the authorized users. Spammers or malwares 
encourage and attract normal users to gain knowledge about 
the malicious sender [24]. The mathematical expression to 
compute the mention ratio is given in equation (1). 
 
 
3.5.Word to Vector 

 
After filtering stop words determine ‘#’ and ‘@’ in the 

uploaded tweets and then apply word to vector method. This 
model comes under the process of word embedding with the 
key objective is to study the vector representation obtained 
after word to vector method. In this method, the word is 
represented in vector forms on the basis of similarities 
among words in the test document [25].  
 
 
3.6.Soft Cosine Similarity  

 
This similarity measure is an extension of cosine 

similarity which can be used to measure similarity between 
two word vectors (x,y) by considering feature pairs in the 
defined vector space model. The difference between cosine 
and soft cosine similarity measure is that cosine similarity 
measured the cosine of the angle between the two vectors 
(x,y), whereas soft cosine similarity measure, analysed the 
similarity based on the vectors feature values. Let x and y 
are the two vectors, the soft cosine similarity calculated 
between these two is examined by equation (1). 

 

𝑆𝑜𝑓𝑡 𝐶𝑜𝑠𝑖𝑛𝑒 ሺ𝑥,𝑦ሻ ൌ
∑ ௌೕ௫
ಿ
,ೕ ௬ೕ

ඨ∑ ௌೕ௫௫ට∑ ௌೕ௬
ಿ
,ೕ ௬ೕ

ಿ
,ೕ

 ....... (1) 

Here, 𝑆 = similarity (𝑓𝑒𝑎𝑡𝑢𝑟𝑒 ,𝑓𝑒𝑎𝑡𝑢𝑟𝑒) 
If 𝑆 = 1 and 𝑆 = 0 for i ് j then, 

𝑆𝑜𝑓𝑡 𝐶𝑜𝑠𝑖𝑛𝑒 ሺ𝑥,𝑦ሻ ൌ
∑ ௫
ಿ
,ೕ ௬ೕ

ඨ∑ ௫௫ට∑ ௬
ಿ
,ೕ ௬ೕ

ಿ
,ೕ

  = 
∑ ௫
ಿ
,ೕ ௬ೕ

ඨ∑ ௫
మට∑ ௬

మಿ
,ೕ

ಿ
,ೕ

= 

௫ .  ௬

ห|௫|ห||௬||
 = Cosine Similarity 

 
 
It is to clear from the given formula that when there is no 
similarity among features of the objects; soft cosine 
measure becomes proportional to the regular cosine 
similarity. The algorithm for soft cosine similarity is 
provided below: 
 
 
 

Algorithm: Soft-Cosine Similarity 

Required 
Input: 

Data_Value Raw Data_Value in 
which similarity needed 

Obtained 
Output: 

SimSoft-Cos Soft-Cosine similarity 
between Data_Value 

1 Start  
2 Similarity is stored in an empty array,  

SimSoft-Cos = [] 
3 Sim-count = 0 
4 For m = 1  Length (Data_Value) 
5 Current_Processing_Element =  

Data_Value (m) 
6       For n = m+1  Length  

(Data_Value) 
7             Calculate the Soft-Cos similarity  

using given equation  
8             L = |Soft-Cos  

(Current_Processing_Element) - Soft-Cos  
(Data_Value (n))| 

9 SimSoft-Cos [sim_count, 1] =  
Current_Processing_Element 

10 SimSoft-Cos [sim_count, 2]= Data_Value(n) 
11 SimSoft-Cos [sim_count, 3]=L   
12             Increment array by one  
13       End – For 
14 End – For 
15 Return:SimSoft-Cos// output examined by  

Soft_Cosine similarity between  
Data_Value 

16 End – Function 

 
3.7.Genetic Algorithm (GA) 

 
Genetic Algorithm (GA) is a basic heuristic technique 
which works on Darwin's theory of evolution, and is also 
termed as evolutionary algorithm that computes the best 
solution on the basis of natural selection and crossover as 
given in figure 6. This feature selection approach is used to 
select the row features of the tweets obtained by utilizing 
Soft Cosine similarity measure index. Feature selection is 
one of the important task which is helpful into improve the 
training accuracy of the classifier such as Support Vector 
Machine (SVM) is used to train the system on the basis of 
optimized features according to the created fitness function 
provided by equation (2). 
 
ி௧௦௦ ௨௧ୀଵ    ሺଵିሻൈி௦வி௧

                                 ௧௪௦        .............. (2) 
 
Were, Fs Recent Attributes 
 Ft Total of attributes in a given row 
 
If the row values of the matrix satisfy the designed function, 
it is classified as spam or non-spam. If not so, then repeat 
the steps for the next subsequent row. By following these 
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steps, the redundant data has been filtered. Therefore, we 
obtained a reduced row that contained useful [26]. The steps 
followed by GA are shown in figure 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Genetic Algorithm (GA) Process 
 
GA randomly produces a set of populations. A distinct gene 
is involved by each individual and therefore responsible for 
distinct solution corresponds to particular problem which is 
again encoded by the chromosomes. As per the requirement 
an objective function is decided. In GA mainly there are 
involves three operators such as: Selection, Crossover and 
Mutation.  
 
(i) Selection: It is used for selection of individuals from 

the present generation that later consumed for 
upcoming generation. The selection of individuals with 
high fitness is eliminated, and individuals with fitness 
less than or equal to the fitness function is selected. The 
value of the row with the lowest value is called the 
parent and helps to generate new members called 
children. 

(ii) Crossover: It generated a structured exchange of 
optimized data between solutions transforming ‘good’ 
data into enhanced ones. 

(iii) Mutation: It helps to search best row using mutation 
threshold function. 

(iv) Termination: The process of selecting attributes is 
terminated when the required row is selected and 
classified as spam and non-spam data [27].  
 

The workflow of Genetic optimization approach is written 
in algorithmic form as below: 

Algorithm: Genetic Algorithm (GA) 
 

Input: Datafeatures Extracted feature from 
used Dataset 
FitnessfunctionFitness function  

Output: OfDOptimized Feature Data 
1 Feature Selection initiated 
2 Upload Data, Feature Data (fD) = upload  

set of features 
3 To optimize the Fd, Genetic approach is  

utilized 
4 Decide basic operators and parameters  

of GA: Population Size (P) describing the  
number of properties 
crO – Crossover Operators  
mO – Mutation Operators 
OfD – Optimized Feature Data 
Fitnessfunction = 1             (1-e) X Fs>Ft 

                                       0             Otherwise 
Where, e = Mutation error generated in the process 
of optimization 
𝐹௦ : It is current feature in fD 
𝐹௧: It is the threshold featurewhich is equal to the 
average of all fD 

5 Compute the value offD in terms of R  
6 Set, OfD = [] 
7 For x in range of R  
8 Fs = fD (i) = 𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 ி௧௨ 
9      Ft = 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑ி௧௨ ൌ ∑ 𝑓ሺ𝑥ሻ

ோ
ୀଵ  

10 𝐹ሺ𝑓ሻ ൌ  𝐹𝑖𝑡_𝐹𝑢𝑛 ሺ𝐹௦,𝐹௧ሻ 
11 N_var = Count of all the variables 
12 Best_prob = OfD= GA (F(f), T, N_var, Set  
  up of GA 
13 End_For 
14 Return: OfDas an Optimized data 
15 End_Function 
 

3.8.Support Vector Machine (SVM) 
 

SVM is a supervised ML approach, which is used here to 
distinguish Twitter data as malicious and spoofing. SVM 
used a hyper plane structure to create difference between 
the malware as a spoofing from the normal data. Let the 
SVM is train by providing input in terms of ( 𝑥ଵ𝑦ଵ ), 
(𝑥ଶ𝑦ଶ),………………….(𝑥𝑦)𝜖𝑃ே ൈ ሼെ1,1ሽ. 
 
𝑥 Input value 
𝑦Enter the assigned class for range {െ1,1} 
Initially, separation between normalized and malicious data 
has been performed using linear function, If data is not 

Start

Population Initialization (Number of 

Perform Crossover 

Perform Mutation 

Calculate Fitness Function 

Terminate if 
Select desired 

Row

Stop
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classified by linear function, then non linear function 
((𝜑:𝑃ே𝑃ெ)) can be used with a novel feature space of 
𝑃ெ. 
Using this as a non-linear function, the obtained hyper plane 
can be separated as per the equation (3) 
 
𝜔 ൈ 𝜑ሺ𝑥ሻ  𝑦 ൌ 0 .................................. (3) 
𝜔𝜖𝑃ெand y𝜖P 
 
Training can be said to be optimal with the best hyper plane 
and the smallest error. To separate data from each other 
kernel function can be used. In this research work we 
consider Linear and Polynomial Kernel to train and to test 
the network as shown in Figure 7 (a) and (b). In which the 
red coloured plus (+) sign and green coloured cross (×) is 
represent the training data of SVM for Malware and 
Spoofing. To make a distinction classified data is 
represented by light pink coloured plus (+) and light green 
colored cross (×) and the data closest to hyper plane which 
termed as support vector is represented by circle. The data 
separation is done by polynomial kernel is more accurate as 
compare to linear kernel because of its straight line [28-29]. 

 
(a) Training 

 
(b) Testing 

 
Figure 7: Twitter data using Linear and Polynomial Kernel 

(a) Training and (b) Testing 

4. Results and Discussions 
 

After training the spam and malware detection of the social 
data, testing of the designed system has been performed by 
uploading the tweets as test data followed by measurement 
of similarity among the uploaded documents using Soft 
Cosine as similarity measure. The obtained data are 
compared with the data stored into the SVM database. Here, 
voting rule has been applied as a cross-validation scheme. 
 
In addition to the ANN classifier, a voting classifier is also 
used. If the maximum value has been obtained, the true 
negative (TN) and false negative (FN) values are calculated 
for the uploaded data. If the classification result is equal to 
the test result, the true positive (TP) and false positive (FP) 
are calculated. Results based on TN, TP, FN and FP (for 
example, true positive rate (TPR), false positive rate (FPR) 
and classification accuracy) has been checked and will be 
discussed in this section. 
The implementation of the work has been designed using 
MATLAB as simulator. Optimization, classification with 
similarity measures tools have been used for experimental 
purpose. For stop word removal Natural Language toolkit 
has been used. The performance has been measured based 
on the following parameters as represented by the equation 
(4), equation (5), and equation (6). 
 

𝑇𝑃𝑅 ൌ
்ು

்ುାிಿ
  .................................. (4) 

𝐹𝑃𝑅 ൌ
ிು

ிುା்ಿ
   .................................. (5) 

Classification Accuracy ሺ%ሻ ൌ ்ುା்ಿ
்ುାிಿశಷುశಿ

 .. ...... (6) 

 
Here, TP Amount of tweets that are actually spam or 
malwares and also predicted as malicious. 
 
FN  Amount of tweet that is being predicted as real but is 
spam and contains malwares. 
 
FPAmount of tweets that is in reality valid but classified 
as affected one (Spam or malwares) 
TN Amount of appropriately predicted real tweets. 
 

Table 2: True Positive Rate Count 
 

Number of 
Uploaded 
Tweets 

Soft-cosine 
Similarity 

GA With 
SVM 

 

100 0.8768 0.835  
200 0.8791 0.846  
300 0.8826 0.865  
400 0.8894 0.872  
500 0.8967 0.879  
600 0.9012 0.882  
700 0.9124 0.889  
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Figure 8 represents the TPR values examined for 
various techniques such as Soft Cosine and GA with SVM 
approach and the best results are illustrated by the proposed 
work that is GA with SVM in combination with hybrid 
similarity measure. TPR represents the tweet that is the sub 
part of spam or malware of the tested dataset that classified 
correctly. The average percentage TPR computed for Soft 
Cosine and GA with SVM approach are; 86% and 89% 
correspondingly. 
 
 

 
 

Figure 8: True Positive Rate for Uploaded Tweets 
 

FPR is the amount of incorrectly classified datasets 
divided by the total number of existing relevant datasets that 
means it is the subpart of negative instances that classified 
incorrectly. This parameter represents the rate of tweets that 
are being posted by genuine user and have been predicted 
as spam or malware by the user accurately. The examined 
recall for the uploaded tweet ranges from 100 to 700 in the 
step of 100 is shown in Figure 9. The average FPR rate in 
percentage examined for the Soft Cosine similarity, and GA 
with SVM are; 89% and 86% correspondingly. 
 

Table 3: False Positive Rate Count 
 

Number of Uploaded 
Tweets 

Soft-cosine 
Similarity 

GA With 
SVM 

100 0.8768 0.835 
200 0.8791 0.846 
300 0.8826 0.865 
400 0.8894 0.872 
500 0.8967 0.879 
600 0.9012 0.882 
700 0.9124 0.889 

 

 
 

 

Figure 9: False Positive Rate for uploaded Tweets 
 
 

Table 4: Classification Accuracy (%) 
 

Number of 
Uploaded 
Tweets 

Soft-cosine 
Similarity 

Accuracy 

100 0.843942 0.8869 
200 0.861372 0.8961 
300 0.852883 0.8992 
400 0.873349 0.9072 
500 0.886909 0.9124 
600 0.894377 0.9235 
700 0.909753 0.9561 

 

 
 

 

Figure 10: Classification Accuracy (%) 
 
 
 
Accuracy is necessary to determine the percentage of 
accurately identified instances. The examined values of 
accuracy are illustrated in figure 10. The examined values 
of Classification Accuracy (%) for applied Soft Cosine 
similarity and GA with SVM are; 87% and 96% 
respectively. 
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Table 5: Comparison of Parameters 
 

Proposed Work Murugan and 
Devi 

(2018) [39] 

Madisetty S. and 
Desarkar M.S. 

(2018) [38] 
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Figure 11: Comparison of Proposed Work with Existing 
Work 

 
Comparison of the proposed work with the existing 

state-of-arts viz. Murugan and Devi (2018) and Madisetty, 
S., and Desarkar, M. S. (2018) is represented in figure 11 
with the values summarized in Table 5. From the graph, it 
is clearly seen that, the values examined for TPR and 
Classification Accuracy (%) using the hybrid GA with 
SVM approach is higher compared to the existing, Murugan 
and Devi (2018) work there is an increment of 3.4 % and 
4.03 % respectively and there is also an 2% degradation in 
terms of FPR. By considering the Madisetty, S., and 
Desarkar, M. S. (2018) work there is an enhancement in 
terms of TPR and Classification Accuracy (%) of 2.99% 
and 0.98% correspondingly along with in terms of FPR our 
work outperforms with reduction by amount of 9.8%.  
 
5. Conclusion 

 
Social media networks are the most frequently used 

means for information exchange as well as to advertise the 
business and many more throughout the entire world. 
Besides, the benefits of social media sites, malicious and 
malware activities are spread by the spammers into the 
network and have been used later to misguide the genuine 

users. In this paper, we have designed a secure threat 
prevention (Spam and malware) system for Twitter site. The 
work has used the advantage of Soft Cosine similarity 
measure. Based on the similarity tweets, the features have 
been optimized using novel GA approach and has been 
classified using Support Vector Machine with voting 
algorithm as a cross validation scheme. From the 
experiment, it has been observed that the examined TPR, 
FPR and Classification Accuracy in percentage of 89%, 86% 
and 96% has been achieved.  
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