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Summary 
The effectiveness of recommendation systems depends on 

the performance of the algorithms with which these systems are 
designed. The quality of the algorithms themselves depends on 
the quality of the strategies with which they were designed. 
These strategies differ from author to author. Thus, designing a 
good recommendation system means implementing the good 
strategies. It’s in this context that several research works have 
been proposed on various strategies applied to algorithms to meet 
the needs of recommendations. Researchers are trying 
indefinitely to address this objective of seeking the qualities of 
recommendation algorithms. In this paper, we propose a new 
algorithm for recommending learning items. Learner 
performance predictions and collaborative recommendation 
methods are used as strategies for this algorithm. The proposed 
performance prediction model is based on convolutional neural 
networks (CNN). The results of the performance predictions are 
used by the proposed recommendation algorithm. The results of 
the predictions obtained show the efficiency of Deep Learning 
compared to the k-nearest neighbor (k-NN) algorithm. The 
proposed recommendation algorithm improves the 
recommendations of the learners' learning items. This algorithm 
also has the particularity of dissuading learning items in the 
learner's profile that are deemed inadequate for his or her 
training.   
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1. Introduction 

Recommendation systems are computer applications 
whose role is to assist users in making decisions that meet 
their needs [1]. For their great importance, they are spread 
in several areas. The e-learning field uses recommendation 
systems to tailor training to the learner's profile. However, 
with the growth of e-learning, the amount of data is 
becoming increasingly important. This leads to difficulties 

in finding suitable learning objects for the learners [2]. 
Developers and researchers have been working for several 
years in the quest for solutions to improve the quality of 
recommendation systems [3] [4]. In order to achieve the 
set objectives, the proposal of good quality 
recommendation algorithms remains at the heart of the 
research [5] [6]. 

 
From this observation, one concern remains: What 

strategies should be put in place in order to provide 
algorithms for recommendation systems capable of 
reducing by a large margin the shortcomings in the 
recommendations?   

 
In order to provide an answer to this question asked, 

an algorithm for recommending learning items is proposed 
in this work. This algorithm has two contributions. In the 
first contribution, it’s a process that recommends the 
appropriate learning items for the learner's training. In the 
second contribution, it is about a process which advises 
against the inadequate learning items found in a learner's 
profile. To be efficient, this algorithm is based on the 
results of learner performance predictions. These 
predictions are based on convolutional neural networks 
(CNN).   
     

The results obtained from the experiments in this 
work present the predictive performance of Deep Learning 
above that of the k-NN algorithm. Thus, the 
recommendations are improved in both contributions. 
The structure of this paper is presented as follows: Related 
work is presented first in Section 2. Then the learning 
algorithms used in this article are presented in section 3. 
Section 4 presents our proposed recommendation 
algorithm. Section 5 presents an evaluation of our 
algorithm followed by a discussion. Section 6 concludes 
this manuscript. 
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2. Related Work 
 

Numerous studies have been carried out to improve 
the performance of learning resource recommendation 
systems. Thus, in 2013, in order to propose adequate 
courses to students for their training through 
recommendation systems, Aher and Lobo [7] show the 
usefulness of data mining techniques in these systems. A 
combination of clustering and association rule algorithm is 
used for this purpose. This system then allows 
recommendations to be made to a new user who recently 
signed up for a course. Also, the results correspond to the 
real interdependencies between the courses. One year later, 
in 2014, Aher [8] proposes a course recommendation 
system based on another combination. That of the 
algorithm for maximum grouping of pending elements 
(Expectation Maximization Clustering) and the association 
rule algorithm (Association Rule Algorithm). In 2015, 
Diem [9] uses logistic regression to propose a system for 
recommending appropriate resources by classification. His 
work responds to the problem of missing values. Thus, his 
system could be advised to choose certain adapted courses 
during a next semester. 

 
In the same vein of recommendation, in 2016, two 

teams of researchers each propose an approach. First, 
Al-Badarenah and Alsakran [10] proposes a collaborative 
recommendation system based on a knowledge extraction 
algorithm. Then, Imran and his collaborators [11] work to 
personalize the recommendations according to the learners' 
profiles. Their proposed system uses the extraction of 
association rules. They claim that these kinds of systems 
can increase learner performance and satisfaction. 
The following year, research continued, again on issues of 
data overload and the large user numbers in massive open 
online courses (MOOCs), which made it difficult to 
choose the appropriate learning resources. Thus, Xiao and 
his collaborators [12] propose a personalized learning 
object recommendation system based on a combinatorial 
algorithm to meet users' needs. In the same year, Shu and 
friends [13] used convolution neural network technology 
and text information to propose a model for 
recommending multimedia learning items. The aim of this 
model is to enable students to find new resources for their 
learning. The results of their work show improvements 
over conventional methods. Also, Liu [14] in front of 
traditional recommendation systems that suffer from poor 
quality recommendations through low scalability and lack 
of stability, proposes a solution. That of a new 
recommendation algorithm based on the theory of sets of 
influence. The proposed method generates a more accurate 
recommendation than traditional recommendation 
algorithms.  
 

In 2018, Bourkoukou and Achbarou [15] are 
conducting a study to address the problems of cold start 
and data scarcity in e-learning systems. Their model would 
improve the quality of the recommendations, with useful 
content and minimum processing time. Their proposed 
method is based on the weighting of learning resources. 
Bourkoukou and Bachari [16], think that it is easy to 
recommend a set of learning objects from knowledge of 
the learner's profile. Thus, they offer a model that 
automatically adapts to the dynamic preferences of 
learners. First their model addresses the cold start problem 
by using the Felder and Silverman model. Then, through 
information on learners' interactions and actions, it 
analyzes learners' preferences and habits. Finally, he 
reviews and updates the learning senario via a hybrid 
recommendation system based on the extraction of 
association rules and K-Nearest Neighbors algorithms. The 
results of their work increase the quality of learning and 
satisfy the learner. Asadi and al. [17], in view of the 
students' difficulties in finding information on each course, 
have carried out work with the aim of proposing a model 
of course recommendations as a solution.  They do this 
by taking into account the characteristics of the students by 
using clustering algorithms to determine similar students. 
Then, they use fuzzy association rules to determine 
dependencies between learners' course choices. Their 
study facilitates decision making in the choice of courses. 
Limitations in their work are, first of all, that students are 
forced to follow a particular order of learning because of 
the programming of core subjects. Then with the new 
courses inserted in the system cannot be personalized to a 
student for a recommendation. That same year, with the 
increase in learning resources on MOOC platforms, and 
the variation in cognitive capacity and knowledge 
structures, identifying resources of interest to learners is 
difficult. Thus, Zhang et al. [18] proposed a 
recommendation model based on deep belief networks in 
MOOC environments. The experimental results show that 
compared to traditional recommendation methods, the 
proposed model has greater precision. Pereira et al, [19] 
argue that it is problematic to make the relevant choice 
among educational resources when they are distributed 
among several repositories in a system. They thus propose 
a model based on information extraction techniques and 
semantic web techniques to first extract from the Facebook 
social network, the profile and the educational context of 
the users. Second, make resource recommendations. The 
results of the assessments show users' satisfaction and 
approval with the information extracted from them. Also, 
they allow to set up a network of interest between users on 
specific topics. Gulzar and al. [20] propose a model of a 
hybrid recommendation system with an ontology in order 
to collect useful information to make precise 
recommendations. Cette étude vise à trouver une solution 
au problème de manque de performances liées aux 
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𝑑𝑝𝑖  

recommandations des systèmes de recommandation 
traditionnels. 

 
In 2019, Wan and Niu [21] carried out work to find a 

solution to the problems of interpersonal information gaps 
between learners in recommender systems. This problem 
does not facilitate the application of collaborative filtering 
techniques for personalized and effective 
recommendations. Thus, they propose a hybrid filtering 
approach using a combination of recommendation strategy 
and sequential pattern mining (SPM) and learner influence 
model (LIM), based on self-organization based (SOB). In 
addition, they used fuzzy logic to optimize the learners' 
influence model. The results of their work made it possible 
to have good, diversified and personalized performance 
recommendations. Nafea and al. [22] are also thinking 
about finding a solution to improve learning object 
recommendations based on student preferences. Thus, they 
propose a new recommendation algorithm using the hybrid 
model of Felder and Silverman (Felder-Silverman 
Learning Styles Model (FSLSM)) by combining the actual 
notations and the learning styles of the students. The 
results of their experiments provide an improvement to the 
recommendations of e-learning systems to learners. Given 
the growth of e-learning which causes difficulties in 
finding adequate learning objects, Nafea and its 
collaborators [2] have been working to improve the 
customization of learning object recommendation systems 
by proposing an algorithm based on Felder and 
Silverman's learning model. This algorithm highlights 
students' learning styles and learning object profiles. Thus, 
they argue that the K-means algorithm, the Pearson 
correlation and the Cosine similarity measure are good 
tools for the implementation of recommendation systems. 
They plan to extend their algorithm in their future work to 
improve the accuracy of recommendations by taking into 
account the assessments of learners who have a learning 
style similar to that of the active learner. 

 
Although other approaches are proposed in the 

literature, it should be remembered that systems for 
recommending learning resources should be reviewed 
regularly and create new models for recommendations.  

3. Learning Algorithms 

3.1 Deep Learning 
 

Machine learning has been proven to work for several 
years. However, for the last decade, it has required a 
deepening in its operation because of its limitations in the 
processing of data in a raw form, in the face of the 
demands of complex system studies. Thus, meticulous 

research studies by experts have led to the implementation 
of Deep Learning [23].  

 
Machine learning has several algorithms in its 

operation. One of the sets of these algorithms allows for 
deep learning. These are usually algorithms based on 
artificial neural networks. This deep learning takes place in 
several different layers, where the upper layers depend on 
the lower layers [24]. It should be noted that each level has 
a different setting or concept from the others. Deep 
Learning is a field that started in 2006. Its goal is to give 
meaning to data such as texts, images and audio in order to 
make Artificial Intelligence more applicable through 
supervised or unsupervised machine learning methods 
[25]. 
Complex non-linear functions are exploited today by deep 
learning because of its high signal processing performance 
and large amounts of data. 
Work in the field of deep learning falls into three broad 
categories. They can be in the category of supervised 
learning, unsupervised learning or blended learning. The 
most widely used category for deep or non-deep learning 
is supervised learning [23].   
 
3.2 k-NN Algorithm 
 

The k-NN algorithm is a classical Machine Learning 
algorithm for regression [26]. It is a supervised algorithm 
that stores input information to provide an output [27]. It 
operates in two phases. First a training phase and then a 
testing phase. Moreover, for its implementation, it is 
necessary to take into account the determination of the 
distances to determine "k" nearest neighbors, k being an 
integer [28]. The determined distance is taken between the 
vectors of each user in our present case. Thus, the 
Minkowski distance between the vectors 
𝑋1 ൌ ሺ𝑥11 ,𝑥12 , … , 𝑥1𝑛 ሻ and 𝑋2 ൌ ሺ𝑥21 ,𝑥22 , … , 𝑥2𝑛ሻ  is 

defined by Eq.(1) [29]: 
 

             
(1) 

 
 
The number "k" for the nearest k neighbors is taken in to 
calculate the output as shown in Eq.(2) [28]: 
 
 
.          (2) 

 
 
With being the output for sample i. 
 
The advantage of the k-NN algorithm is that it is stable 
and has good precision. However, it takes time in its 
execution because it has to calculate several distances 
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according to the samples in the dataset, before determining 
the next neighbors [30]. 

4. Recommendation Process 

This approach to recommending learning resources is 
done in two sub-processes. Each of the two sub-processes 
is based on a specific proposed algorithm. The first phase 
consists of determining and adding suitable learning items 
to the profile of a selected learner. The second process, 
unlike the first, allows learning items to be removed from 
the user's profile.  
The proposed recommendation process consists of a 
number of tasks. First, it takes as input a matrix containing 
the learners and their predicted performance for each 
learning resource. Then, for a learner selected in the matrix, 
the algorithm selects each learning item of his profile in 
turn. The selected items go to the sub-process "recommend 
learning item" or to the sub-process "advise against 
learning item" respectively, if the learning item has not 
already been used by the learner or if the learning item has 
already been used by the learner. This process is shown in 
Fig. 1. 
 

 
 

Fig. 1 Learning item recommendation process. 
 

4.1 Add Learning Item Sub-Process 
 

In Fig. 2, the sub-process "recommend learning 
objects" is presented. It uses as input the learning objects 
that have not yet been recommended to the selected learner. 
For a selected learning object, the set of learners similar to 
the selected learner is determined. Subsequently, the set of 
learners similar to the selected learner and who have 
already used the selected learning object, with good 
predicted performance, is also determined. A 
recommendation decision-making rate within the interval 
[0.1] is calculated. This rate is equal to the quotient of the 
number of learners similar to the selected learner who have 
already used the selected learning object, with good 
performance predicted on the number of learners similar to 
the selected learner. The rate is better and better when it 
tends towards 1. It is bad when it tends more towards 0. 
The learning element is recommended if the calculated 
rate is above a set threshold, closer to 1 than 0.   
 

 
 

Fig. 2 Sub-process to recommend learning items. 
 
4.2 Learning Item Removal Sub-Process 
 

Fig. 3 shows the "remove learning objects" 
sub-process. It takes as input learning objects used by the 
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selected learner. An object is selected among these objects. 
If the learner's predicted performance on this learning 
object is good, then the object is likely to contribute 
favorably to his learning. Otherwise, all learners similar to 
the learner are selected who have already used the selected 
learning object. Subsequently, it is determined the set of 
learners similar to the learner, who have already used the 
selected learning object and having predicted good 
performance on the learning object. The recommendation 
decision making rate is calculated. This rate is equal to the 
quotient of the number of learners similar to the selected 
learner who have already used the selected learning object, 
with good performance predicted on the number of 
learners similar to the selected learner. If the rate is greater 
than or equal to the set threshold, then the learning object 
should not be removed from the learner's recommendation 
list. Otherwise, the learning object is removed. It should be 
noted that the threshold is set according to the objectives 
to be achieved. In our work, the threshold has been set at 
0.7 because we think it is a good threshold out of 1. Some 
decision makers may raise the threshold above our choice 
if they want to make the recommendations even deeper. 
The threshold will be set below ours if the objective is to 
make the recommendations lighter. 
  

 
 

Fig. 3 Sub-process to advise against learning items. 
 

4.3 Dataset 
 

The dataset submitted to our study is that of OULAD 
(Open University Learning Analytics). This dataset 
includes students and courses anonymized by numbers and 
letters respectively. There are seven (7) courses, chosen by 
each learner. There are 28785 learners. It can be consulted 
on the following link with its full description: 
https://analyse.kmi.open.ac.uk/open_dataset. 
The data set for the experiments is divided into two parts. 
One part for training data and the other part for test data of 
80% and 20% respectively.  
 
4.4 Configuration of our Deep Learning model for 

performance predictions 
 

The prediction model proposed in this document in 
Fig. 4 is a Deep Learning with one (01) Input layer, three 
(03) hidden layers and one (01) Output layer. The Input 
layer comprises (03) three neurons. The first, second and 
third hidden layers consist of twenty-eight (28), twelve 
(12) and six (06) neurons respectively. Input1, Imput2 and 
Input3 are respectively the number of attempts, the date of 
submission and the number of consultations of the learning 
items. Learning is supervised according to Output, which 
is the learner's score. Deep Learning also takes into 
account the following configurations: the neuron 
activation function is 're-read', the solver used is 'adam' 
and the maximum number of iterations is five (05). 
 
Fig. 4 Deep Learning Model for Performance Predictions. 

 
5. Experimentation, Results And Discussion 
 
5.1 Experimentation 
 

The experiment in this work was carried out with the 
python programming language, using a four-core I5 
computer. This computer operates with a processor speed 
of 1.70 to 2.40 and a 12 GB RAM memory. Performance 
predictions were made on the students. As a result of these 
predictions, the recommend process was performed with 



IJCSNS International Journal of Computer Science and Network Security, VOL.21 No.2, February 2021 
 

 

153

 

the goal of recommending or advising against learning 
items. 
 
5.2 Evaluation 
 

The evaluation of the experiments undertaken for 
performance prediction is done with the root mean square 
error and the confusion matrix. The following formula 
gives a description of the quadratic error: 
 
.                 (3) 

 
The definition of the confusion matrix is made with the 
help of the following metrics in equations (4), (5), (6) and 
(7): 
Accuracy: refers to the proportion of correct predictions; 
 

    (4) 
 
Precision: refers to the proportion of correct predictions 
among positive predictions; 
 

.         (5) 
 
Recall: the proportion of positives that have been correctly 
identified; 

.         (6) 
 
 
F-Measures: Allows you to evaluate a compromise 
between recall and precision. 

     
    

(7) 
 
 

Table 1: Confusion matrices 

  Detected 

Positive Negative 

Actual 
Positive True positive (TP) False negative (FN) 

Negative True positive (FP) True negative (TN) 

 
TP: positive class predicted correctly; 
TN: negative class predicted correctly; 
FP: positive class predicted incorrectly; 
FN: negative class predicted incorrectly. 
 
5.3 Results of the prediction process 
 

Table 2: Prediction algorithm comparison results 

Algorithms Accuracy Precision Recall F- Mesure 

Deep Learning 97.28 % 97.31 % 99.98 % 98.51 % 

k-NN 97.03 % 97.20 % 99.57 % 98.37 % 

Table 3: Algorithm errors 
Algorithmes RMSE 
Deep Learning 0,0251 
k-NN 0,0296 

 
 
5.4 Results of the processes to recommend and advise 
against 
 

 
Fig. 5 Sub-process to advise against learning items. 

 

The experience produced results for the learners. Fifty (50) 
of them were randomly chosen for the discussion phase. 
They each have items to recommend or advise against. 
Among these students, the results for nine (09) students 
are presented in Fig. 6, Fig. 7 and Fig. 8. The choice of 
presentation of these nine (09) students, as each of them 
has at least one recommended or advise against items. The 
remaining forty-one (41) students obtained either 
recommended or advise against items. Fig. 5 shows the 
previous states of the nine (09) students according to the 
learning elements in their profiles. 
 

 
Fig. 6 Results of learning item recommendations for a 

threshold greater than 0.9620 
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Fig. 7 Results of learning item recommendations for a 

threshold greater than 0.9720 
 

 
 

Fig. 8 Results of recommendations for learning items 
using the Bourkoukou and Achbarou model 

 
Table 4: Prediction algorithm comparison results 

 351543 627772 613255 2288607 679275 320014 1873360 505142 317096 

AAA NAN NAN NAN NAN NAN NAN NAN NAN NAN 

BBB 0.0 NAN NAN 1.0 NAN NAN NAN NAN NAN 

CCC NAN NAN NAN NAN NAN NAN NAN NAN NAN 

DDD NAN 1.0 NAN NAN NAN 1.0 NAN 1.0 1.0 

EEE NAN NAN NAN NAN NAN NAN NAN NAN NAN 

FFF NAN NAN 1.0 NAN NAN NAN 0.0 NAN NAN 

GGG NAN NAN NAN NAN 0.0 NAN NAN NAN NAN 

 
5.5 Discussions 
 
5.5.1 Discussions On Prediction Results 
 

Table2 presents the results of learner performance 
predictions for the k-NN and Deep Learning algorithms. 
The k-NN algorithm is used in the works with which we 

compare our proposed approach [15]. This work by 
Bourkoukou and Achbarou is the benchmark in the field of 
recommendation systems for learning items based on 
predictions of learner performance. Deep Learning is used 
for performance predictions in the model proposed in this 
article. These results show better performance for the Deep 
Learning algorithm with each of the accuracy, precision, 
recall and F-Measure metrics of 97.28%, 97.31%, 99.98% 
and 98.51% respectively. For these metrics, k-NN presents 
97.03%, 97.20%, 99.57% and 98.37% respectively.  
Table 3 shows the errors made in performance predictions. 
Deep Learning has less error than k-NN, 0.0251 and 
0.0296 respectively.  
Thus, Deep learning gives better performance prediction 
results compared to the k-NN algorithm.   
 
5.5.2 Discussions On The Results Of The 
Recommendations 
 

In Fig. 5 the learners are anonymized by numbers and 
the learning items by letters. The cells marked with the 
color red and the number 1.0 are the learning items used 
by the learners. For example, learner 613255 uses the 
learning item 'FFF'. For example, learner 613255 uses the 
learning item 'FFF'. The cells marked with the number 0.5 
with the very light red color represent the learning 
elements not used by the learners. For example, no learner 
uses the learning element 'AAA'. 

 
As for Fig. 6 and Fig. 7, the cells marked with the 

color pure green and the number 1.0 are the learning items 
recommended for learners. For example, in Fig. 6, the 
learning items 'DDD', 'EEE', 'FFF' and 'GGG' are 
recommended for learner 351543. The cells marked with 
the number 0.0 with the color white represent learning 
items that are not recommended for learners. For example, 
learning item 'BBB' is not recommended for learner 
2288607. Light green cells marked with the number 0.5 
represent neutral learning items, without appreciation for 
learners. 
Fig. 6 shows the results of the recommend and advise 
against when the prediction values are greater than 0.9620. 
Fig. 7 shows the results when the prediction values are 
greater than 0.9720. 
Fig. 8 presents the simulation results of the approach with 
which we compare our results [15]. Cells marked with the 
color pure green and the number 1.0 are recommended 
learning items for learners. Cells marked with light yellow 
and the number 0.5 represent neutral learning items, 
without appreciation for learners.  
Table 4 shows the actual values of the expected predictions. 
Values 1.0 represent the learning elements that should be 
recommended to learners. The 0.0 values represent 
learning items that should be discouraged to learners. The 
"NAN" indicate that no actual values were expected. Thus, 
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a recommendation system that aims to be efficient must 
not only suggest exactly the recommendations of the 
values 1.0 and 0.0, but also offer other learning items to 
users, apart from what they are already using. Taking into 
account the learning items used by learners in Table 4, 
which presents six (06) items to recommend and three (3) 
items to discourage, Bourkoukou and Achbarou's approach 
[15] gives better results than the results of our work in Fig. 
6 for recommendations. Indeed, for these results, the 
prediction threshold is set at performance greater than or 
equal to 0.9620. Bourkoukou and Achbarou recommend 
exactly 6 out of 6 expected good recommendations, while 
our approach for 0.9620 recommends 4 out of 6. However, 
for what we should advise against, it is only our approach 
that takes them into account. Thus, he advises against the 
three items of learning to be discouraged. In view of the 
above, it can be stated that our approach provides better 
results than Bourkoukou and Achbarou's approach, if we 
take into account all the items to be recommended and 
advise against.  
 

Moreover, by setting the threshold for predictions 
greater than or equal to 0.9720, our approach provides 
better results. Indeed, it presents 6 good recommendations 
out of 6 planned and 3 learning elements to be discouraged 
out of 3.  
Taking the analysis further, on the learning elements not 
used by the learners, it can be seen that our approach 
makes appreciative suggestions. In view of the previous 
performance analysis, the indications of recommendations 
are more precise for the 0.9720 alone than for the 0.9620 
alone and that of Bourkoukou and Achbarou. 
 

It will be necessary to mean the positive impact of the 
performance prediction when it is more and more precise. 
This is evident with the difference in the recommendations 
in Fig. 6 and Fig. 7 for fixed prediction values greater than 
0.9620 and 0.9720 respectively. The prediction model 
provides better recommendations for the set threshold 
above 0.9720 than for the set threshold above 0.9620. 
Thus, the more the predicted performance is improved, the 
better the recommendations presented.  
 
5. Conclusion 
 

This paper focused on the search for a quality 
recommendation algorithm in the field of e-learning. It 
was about finding good strategies capable of making the 
recommendation algorithms perform. In order to give an 
answer to the stated objective, two axes have been 
explored. First, the proposal of a recommendation 
algorithm based on the prediction of learner performance. 
Then the proposal of an algorithm to advise against 
learning elements that are not appropriate for the learner. 
At the end of the work carried out, a dual-function 

algorithm is proposed. The first function makes it possible 
to recommend appropriate learning elements for the 
training of learners. The second makes it possible to advise 
against learning elements that would be unsuitable for the 
profile and training of a learner. These two functions 
perform well with the use of predicted learner performance. 
These predictions are made using convolutional neural 
network (CNN) algorithms. They are better than the 
predictions of the k-nearest neighbor (k-NN) algorithm, 
which are very good predictors. Enhance the 
recommendations of e-learning referral systems positively 
impacting learners' choices. Thus, learners will have the 
best choices for a fast and quality training. Therefore, 
these improvements can be of great help to educational 
administrations and teachers in their decisions and 
recommendations. In the quest for the continuous 
improvement of recommendation systems, our future work 
will aim to advise against learning elements that are not 
found in a learner's profile.  
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