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Summary 

Social media has become a global means of communication in 
people's lives. Most people are using Twitter for communication 
purposes and its inappropriate use, which has negative effects on 
people's lives. One of the widely common misuses of Twitter is 
cyberbullying. As the resources of dialectal Arabic are rare, so for 
cyberbullying most people are using dialectal Arabic. For this 
reason, the ultimate goal of this study is to detect and classify 
cyberbullying on Twitter in the Arabic context in Saudi Arabia. To 
help in the detection and classification of tweets, Pointwise Mutual 
Information (PMI) to generate a lexicon, and Support Vector 
Machine (SVM) algorithms are used. The evaluation is performed 
on both methods in terms of the F1-score. However, the F1-score 
after applying the PMI is 50%, while after the SVM application on 
the resampling data it is 82%. The analysis of the results shows 
that the SVM algorithm outperforms better. 
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1. Introduction 

Nowadays, social media has become part of our daily 
lives, and global means of communication. Twitter 
becomes one of a common communication tool. It can be 
accessed and used easily by everyone, and its inappropriate 
usage could have much more of a negative effect on young 
people. One of the widely spread misuses of technology is 
Cyberbullying. It is a form of online bullying that 
embarrasses another person. It uses digital devices such as 
mobile phones, laptops, and tablets to bully others. Now it 
is harder to control because there are thousands of free sites 
with millions of user's access anytime from any place. One 
of the common sites is Twitter that has 330 million active 
users monthly. It is a free social network site that is 
accessible and usable, and it allows cyberbullies to target 
the victims easily [1]. Arabic is not like other languages. It 
has a very complex morphology. However, in various 
Arabic language contexts, words have different categories 
of polarity. Most users in social media used dialectal Arabic 
rather than using modern standard Arabic and the resources 
of dialectal Arabic are rare. For this reason, this paper aims 
to detect and classify cyberbullying on tweets’ contents in 
the Arabic language in Saudi Arabia. 

There is one previous research work achieved related to this 
topic is that investigates cyberbullying among Saudi’s 
higher-education students. Its results showed that 
cyberbullying is primarily avoided by students. However, 
26.5% of the students reported that they once or twice 
bullied other students online. Furthermore, 57% of students 
reported that one student face cyberbullies at least once or 
twice. Finally, this result shows that Saudi Arabia’s 
cyberbullying rate has increased compared to the 2012 
Reuters Global survey. This increase may indicate a serious 
prevailing issue and require additional intervention [2]. 
Another research was carried out to achieve to detect 
cyberbullying in the Egypt dialect [3].   

Governments can't read every Tweet, post or comments 
on social media as it generates a large quantity of data at an 
unprecedented rate. Hence, machine learning approaches 
can help to detect cyberbullying. To detect the Arabic 
Tweet conversation, two approaches namely machine 
learning and lexicon-based have been proposed [4]. 
However, the Naïve Bayes (NB) and SVM algorithms are 
used by them to detect the tweet conversation [5]. There is 
still a gap in which lexicon-based approach and SVM 
algorithms could be used and comparative analysis can be 
carried out for cyberbullying detection on Twitter. For this 
reason, the lexicon-based approach and machine learning 
algorithm namely SVM are used in this study. Also, 
Pointwise Mutual Information (PMI) algorithm is used for 
lexicon generation, while for the classification purpose the 
generated lexicon used according to the PMI score and the 
Support Vector Machine (SVM) algorithm is used in this 
study. It also evaluates compares the performance of 
machine learning and lexicon-based techniques on a 
Colloquial Arabic text dataset which is collected directly 
from Twitter.  

The remaining organization of this paper is as follows: 
Section 2 consists of a literature review. The methodology 
of this study is discussed in section 3. While results and 
discussion are presented in section 4. Lastly, the conclusion 
and future work are presented in section 5.  
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2. Literature Review 

Researchers have faced a lot of challenges to detect 
cyberbullying in the Arabic context, hence machine 
learning algorithms are used to detect cyberbullying 
automatically. Additionally, it helps government agencies 
to quickly solve the issues, and to create a safe and secure 
virtual world environment. To detect cyberbullying in 
Arabic text, text mining and lexicon-based approach are 
used [4]. To detect the hateful content on Twitter, a 
supervised machine learning classifier is developed to help 
decision-makers that track the public response to emotional 
events. However, it combines probabilistic, rule-based and 
spatial classifiers to improve the results [6]. To perform the 
sentiment analysis on the large dataset for Arabic Tweets 
sufficient language resources are not present. As a result, 
the Arabic Tweets corpus that is annotated for the 
sentiment analysis is extracted [7]. Also, a first publicly 
released annotated corpus that applied sentiment analysis 
to twitter content is presented [8]. Due to the complex 
Arabic language and less Arabic text analysis, few scholars 
have tried to applied different approaches for analyzing the 
Arabic text. However, there are many limitations in their 
approaches. Using NB Classifier, the Arabic text web 
document was classified from the al Jazeera website into 5 
classes, and the average accuracy did not exceed 68% [9]. 
Most of the work on the Arabic language that has standard 
Arabic resources are used machine learning based on 
lexical classification [10], [11]. For instance, datasets are 
prepared by using tagger [12], [13]. In the same way, 
Token, Word forms, Lemma, POS Tagging standard 
features (Unique Gender, User ID) with a polarity lexicon 
for Arabic social media subjectivity and sentiment analysis 
are used [14]. On the other hand, opinions are extracted 
from the Arabic document by combining three approaches 
i.e. lexicon-based, entropy method, and k-nearest method. 
In every method, the results from the previous are used as 
a training set [15]. 

Moreover, the sentiment of tweets that contains 
emotions related to iPhone and Microsoft is done with the 
help of NB and decision tree algorithms. However, the 
results of the decision tree outperform the NB algorithm 
[16]. To identify the specific natural disasters in the 
Arabian Peninsula, the colloquial Arabic text dataset, and 
a plethora of text-based classification methods were used.  
To identify the specific natural disasters in the Arabian 
Peninsula, the colloquial Arabic text dataset, and a plethora 
of text-based classification methods were used. Moreover, 
the classification techniques SVM, NNET, NB, J48, C5.0, 
and k-NN have used, and without stemming SVM 
outperforms the better [17]. 

The target audience is identified from the list of 
company followers on Twitter with the help of various 

methods of text mining, SVM, Fuzzy keyword match, and 
Twitter LDA (Latent Dirichlet Allocation). However, the 
Fuzzy keyword match method outperforms others [18]. 
Using the Twitter streaming API, the training data set is 
collected from the Twitter messages which contain terms 
of abuse. However, with the help of the classification 
technique NB, its accuracy reaches 70% [5].  To analyze 
the opinions of the students about their e-learning 
experience, SVM and NB algorithms are used. However, 
the dataset of Arabic Tweets is collected using rapid miner. 
The experimental results indicate that the classification of 
Arabic text using sentiment SVM and N-gram features 
outperformed NB using positive, negative, and neutral 
classes [19]. A system called Kuwaiti-Dialect Opinion 
Extraction System is developed from Twitter (KDOEST) 
to extract the opinions about “interrogation of ministers by 
the National Assembly of Kuwait”. This system is based 
on techniques they proposed was it starting with Twitter 
collector and ends with opinion classification [20]. To 
discover the Twitter user's feelings, an application of text 
mining with the help of the NB algorithm proposed. 
Moreover, it also predicts the emotions of Twitter users 
[21]. By focusing on the Twitter data, an emotion classifier 
is built using the SVM to classify the emotion of the 
person's writing. However, it also explains how a corpus 
for emotion analysis is collected automatically, and finally, 
the linguistic analysis of the collected corpus is performed 
[22]. Due to the need to classify a big dataset of short texts 
with high accuracy and without manual efforts, an Emotex 
approach is proposed to classify the messages from Twitter 
into different emotional classes. For classification, SVM, 
KNN, NB, and decision tree algorithms are used [23]. 
However, research has conducted in understanding the 
problems of engineering students in their educational 
experience by using their tweets on Twitter. To classify the 
Tweets that represent the problems of students, 
multipliable classifiers such as Non-Linear SVM, NB, and 
linear SVM methods have used. The non-linear SVM 
classifier outperforms the other methods [24], [25]. A 
various set of classifiers were employed with text data or 
different types of data, for instance, those in [26], [27], [28], 
[29], and satisfying good results. 

In addition, to improve the semantic orientation, an 
optimized approach for mining opinions in Arabic 
religious decrees using PMI Algorithm is presented. Its 
value is calculated between words to present the strength 
of the semantic association and from this association, 
semantic orientation is inferred [30]. Also, two sentiment 
lexicons are successfully extracted from the Tweets dataset 
using various approaches. One of them is by using the PMI 
approach. It ensures the association strength that is 
occurring between two words in the Tweets dataset. 
Moreover, it measures all the positive and negative words 
in a corpus that subsequently generates the lexicon [31]. 
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3. Methodology 

This section explains the overall steps of the 
methodology used in this paper, which is divided into two 
stages. The first stage is the dataset stage and it consists of 
data collection, preprocessing, and manual classification. 
While the second stage is a tweet classification stage, and 
two methods namely the lexicon-based approach and the 
machine-based approach are used. The framework of the 
proposed methodology is illustrated in Fig. 1. 
 

2.1 Data Collection 

The process of the collection of data using Twitter API 
involves the following steps. First, log in to the Twitter 
developer’s app, create a new Twitter application, and write 
the application details. Second, generate the access tokens 
and the access token secret. Finally, an open-source library 
package namely tweetpy is used in the Python programming 
language to access the Twitter API. However, with the help 
of this package, the data is collected for a specific location 
(i.e. Saudi Arabia) along with a bullying keyword from a 
Twitter database. All of the data is collected in the JSON 
file format. These steps are illustrated in Fig. 2. 

Table 1 shows the collected data from “twitter.com” that 
is used in this study including name, number of tweets, and 
date. The dataset was collected in separated periods from 30 
Oct 2018 until 31 May 2020, which is approximately one 
year and 7 months. These periods include the Saudi’s 

students Exam, Saudi Vacation, and COVID19. However, 
the total number of tweets that were collected is 8154. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 

                         Table 1: Collected Data Timeline 

Name No. Tweets Date 

SaudiData1 155 30 Oct 18 

SaudiData2 1198 7 Nov 18 

SaudiData3 375 14 Nov 18 

SaudiData4 38 21 Nov 18 

SaudiData5 21 29 Jan 19 

SaudiData6 80 7 Feb 19 

SaudiData7 1923 17 Feb 19 

SaudiData8 1142 25 Feb 19 

SaudiData9 632 3 Mar 19 

SaudiExamTime 80 21 Apr 19 

SaudiExam 409 29 Apr 19 

SaudiVacation 393 6 May 19 

Covid19 509 21 Apr 20 

Covid19plus 101 1 May 20 

Ramadan20 425 9 May 20 

Ramadan33 75 16 May 20 

Fig. 1 Framework of the proposed methodology.  

Login Twitter

Register API using developer account 

Create new application (e.g: 
Cyberbullying)

Generate keys and tokens

Install Tweepy to connect with Twitter 
API

Python Script/code

Log Tweet

Json file 

Fig. 2  Data Collection Steps using Twitter API. 
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Eid01 452 24 May 20 

Eid02 146 31 May 20 

Total 8154 18 times  

 

2.2 Data Preprocessing 

In the preprocessing step as illustrated in Fig. 3, the 
collected data is cleaned by the following steps:  

 The JSON file format is converted to CSV file format. 
 Attributes such as username, bio, date, etc. except for 

text attributes, and duplicate tweets are removed using 
MS Excel. 

 Using the command line, all collected CSV files are 
combined into one file. 

 Finally, all tweets are cleaned using Python. In this 
process, the URL is removed. However, mention 
hashtags, emoji, newline, numbers, repeated letters, 
digits, Tashkeel (Arabic Diacritics), English, Arabic 
punctuation, non-Arabic letters, extra spaces, single 
letter, and unrelated tweets. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3 Manual Annotation 

In this process, the preprocessed data is manually 
classified into Cyberbullying or not. This step achieves by 
three people (annotate) and uses an odd number of people 
to be the last classification after the majority opinion. 
However, for cyberbullying, it is classified as 1, and for 
non-cyber bullying, it is classified as 0. The result of this 
step is used on both methods lexicon-based and SVM. Table 

2 shows our dataset statistics, which contains the number of 
Tweets and tokens before and after cleaning for both 
Bullying and non-Bullying Tweets.  

Then separated the file into two files, a Bullying file and 
a Non-Bullying file to be prepared for lexicon. For both files 
with the whole dataset file, we transformed each Tweet into 
separated words (tokens) using Python and compute the 
frequency of each word. The result will be three files 
BullyingIteration.csv, non-BullyingIteration.csv and 
allDatasetIteration.csv. Because the PMI is not a good 
estimator of words with lower frequency, any words that 
occurred less than five times will be removed in all files. 
This is done using python code for both split and compute 
the word iterations. A sample of the data after preparation 
for the lexicon is shown in Table 2. 

 
           Table 2: Sample of data after prepared for lexicon 

word count 
 351 كذاب
 143  امعه

 261  مجنون
 105  حقير
 18  شعب
 19  فاهم

 

2.4 Lexicon Based Approach 

It is a corpus-based approach or lexicon-based approach, 
that is used a corpus to generate a lexicon by creating a seed 
list of known sentiment words and using different 
approaches to identify the words of similar or opposite 
polarity. In this approach, the frequencies of the words in 
both negative and positive datasets are used to determine 
the strength of the polarity of each word in the lexicon. 
There are three most widely used lexicon-based approaches, 
including High Entropy, Chi-Square Based, and PMI [32].  

PMI approach is used in this study based on the good 
results of existing studies. With the help of PMI, the lexicon 
is generated from the separate files and the strength of the 
relation is calculated between the term and a class. For the 
Tweet score of the selected word, PMI and all non-bullying 
words are subtracted from PMI and all bullying words. PMI 
for bullying tweets can be calculated using the given 
equation (1). 

 

𝑃𝑀𝐼ሺ𝑤, 𝐵𝑢𝑙𝑙ሻ ൌ  logଶ
௙௥௘௤ሺ௪,஻௨௟௟ሻ∗ே

௙௥௘௤ሺ௪ሻ∗௙௥௘௤ሺ஻௨௟௟ሻ
                 (1) 

 freq(w, Bull) represent the word w frequency in bullying 
Tweets, freq(w) calculates the word w frequency in the 
whole dataset, freq(Bull) consider tokens number in the 
bullying Tweets whereas N is the total number of tokens in 

Convert JSON file into CSV file 

Remove all attributes except Text 
attribute using MS-Excel

Compined all CSV files using Command 
Line into one File

Apply Cleaning Code

•Import Requirements: Panda, 
Pyarabic.arapy

•Remove URL,mention, Hashtags, 
emoji, numbers ...etc.

•Normalize Arabic letteres into one 
shape.

•Save the result as new csv file

Fig. 3 Data Pre-Processing 
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the dataset.  PMI for non-bullying Tweets can be measured 
using the same method PMI(w, Non). For word w, the 
Tweets score can be calculated using equation (2) [7]. 
 

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑆𝑐𝑜𝑟𝑒ሺ𝑤ሻ ൌ 𝑃𝑀𝐼ሺ𝑤, 𝑁𝑜𝑛ሻ െ
𝑃𝑀𝐼ሺ𝑤, 𝐵𝑢𝑙𝑙ሻ                   (2) 

We write a code on Python that calculate the sentiment 
score of words and then generate a lexicon. The result is 320 
words as shown in Table 3. 

While in the text classification step, the summation of 
the sentiment scores of the tweet terms found in the lexicon 
is used as bullying detection. However, if the tweet results 
are greater than or equal to -1, the tweet is classified as non-
bullying, otherwise, it is classified as bullying. Finally, 
these results are used as a reference for comparing and 
testing with the annotated dataset. The result of 
classification based on the PMI lexicon is shown in Table 4.  
 

 

2.5 Machine Learning-Based Approach 

In this approach, the SVM algorithm is used. The SVMs 
have supervised learning models from the theory of 
computational learning based on the concept of structural 
risk minimization technique. The SVM is selected in this 
research based on the strength of this method in Arabic 
Tweets classification, according to [33]. The idea behind 
this concept is the identification of hypothesis h having the 
lowest value of the true error can be assured.  When an 
unseen and random test case is selected then the probability 
of true error is h [34]. However, it creates one or more 
hyperplanes that classify the data. And, the optimal margin 
hyperplane between the two classes is selected [25].  

In the classification step, the same data that is collected 
and cleaned is used. The dataset is converted from string 
feature into numerical features by using Term Frequency-
Inverse Document Frequency (TF-IDF). In Python, the 
Vectorizer classifier is a part of the sklearn library, which 
can be used to calculate TF-IDF. This will tokenize the 
documents by learning their vocabulary. Then, inverse 
documents weights are learned. After the learning phase, 
the dataset is splatted into a training and testing dataset.  

The kernel is used to implement the SVM algorithm that 
transforms input data into the desired format. The first 
kernel we will use is the Linear SVC kernel and compute 
the performance of this type of kernel. On the other hands, 
we will use Radial Basis Functions (RBF) which is the well-
known kernel used in SVM. RBF is used to semantically 
map an input into infinite-dimensional space. Also, by using 
C which is a hypermeter to control error. Low C means less 
error and large C high error. However, it does not mean that 
low errors mean we have a good model. This depending on 
the dataset that how much error dataset consists of. Another 
hypermeter in SVM is gamma which is used when we use 
the Gaussian RBF kernel. Gamma decides how much 
curvature we want in a decision boundary. High gamma 
means more curvature, while low means less curvature.  

Because of the imbalanced dataset which includes 
3974 non-bullying tweets and 1153 bullying tweets, and to 
get high performance of SVM we will be resampling the 
dataset. Resampling is a technique to deal with highly 
unbalanced data as it is used to remove ample from majority 
class called under-sampling or adding features to minority 
class known as oversampling. Before applying to resample, 
the Singular-Value Decomposition is used. It is a matrix 
decomposition method for reducing a matrix to its 
constituent parts to make certain subsequent matrix 
calculation simpler. With import Truncated SVC from the 
sklearn module. After that, resampling is done by using the 
Python imbalanced-learn module. For oversampling the 
Synthetic Minority Oversampling Technique (SMOTE) is 

    Table 3: PMI lexicon output sample 

Word Score 

 0.728234176521078 الناس

 0.05243667282068730- همجي

 2.0662779625621- متخلف

 0.411974831720408 طيب

 0.458257293309263- انسان

 2.54995712744607- طرش

Table 4: Sample of the lexicon-based approach classification using 
PMI lexicon 

Tweet Bullying

لاعب فاشل مدرب فاشل رييس فاشل فلا غرابه اذا فشل في 
 انتقاء كلماته فالفشل يحيط به من كل مكان

1 

 1 هذا من عينات حدثني احد الثقات والله انه كذاب

التطبيل علي كل صغيره وكبيره بالعكس مو مغرور بس مايحب  0 

في سمعت اخر نكته دامبي فليح يقول الهريفي بتاريخ الهلال يك
شرف انه اول لاعب في العالم سنتر ضربه البدايه ههه عرفت 

 ليه جمهورهم غبي

1 

يمكن فاعل خير يبي يتصدق علي احد لازم كل فعل يطلع شين 
ه اللهوالغايه منه شينه استر علي ما وجهت وادعي ل  

0 



IJCSNS International Journal of Computer Science and Network Security, VOL.21 No.3, March 2021 
 

 

117

 

imported with ratio=’minority’, and Random Under 
Sampler for under-sampling.  

The dataset after resampling divided into training and 
testing using the sklearn model selection. Then, the SVM 
model is applied. Finally, the results of SVM before and 
after resampling are evaluated based on F1-score, accuracy, 
precision, and recall. 

The dataset after resampling divided into training and 
testing using the sklearn model selection. Then, the SVM 
model is applied. Finally, the results of SVM before and 
after resampling are evaluated based on F1-score, accuracy, 
precision, and recall.  

4. Results and Discussion 

After performing the experiments on the Saudi Arabia 
Dataset, the comparison of different models i.e. PMI, SVM 
linear SVC, SVM RBF, SVM with SMOT, and SVM with 
under-sampling are shown in Table 5. 

    
Table 5: Performance Evaluation after applying different approaches 

 

Model Accuracy Recall Precision 
F1-

Score
Lexicon-Based 

(PMI) 
68 73 38 50 

SVM Linear 
SVC 

75 39 25 30 

SVM RBF with 
c=4 and 

gamma=0.5 
74 39 43 41 

SVM after 
application of 

resampling 
method 
(SMOT) 

82 84 81 82 

SVM after 
random under 

sampling 
82 83 80 82 

 
To improve the classification performance of the SVM 

model, Radial Basic Function (RBF), GAMMA, and C 
hyperparameters are used in this study. RBF semantically 
map an input into infinite-dimensional space, and a 
polynomial degree is added to make the features constant. 
However, GAMMA decides the curvature in the decision 
boundary. While the error rate is controlled by C. With the 
help of this, the F1 score reaches 41%, which indicates there 
is still a need to deal with the imbalanced dataset to improve 
the performance. Furthermore, to deal with the imbalanced 
data resampling is used. It removes the samples from the 
majority class in the case of under-sampling while 
oversampling is adding samples to the minority class. For 

this reason, SMOT and random under-sampling are used in 
this study. In this case, the results that are achieved in terms 
of F1-Score are 82%.  The analysis of the results shows that 
the application of the SVM algorithm after applying SMOT 
and under-sampling performs better in terms of F1-Score as 
compared to other approaches. 

The findings of this research paper are very significant, 
for various reasons; it provides a way for researchers to 
focus on their desired regions with the usage of Twitter API 
on the bullying data in the context of Saudi Arabia. It also 
detects Saudi Cyberbullying in different periods, and 
classify whether the current data is cyberbullying or not. 
Moreover, with the help of this, this enables the Tweeter 
Company to take appropriate decision by closing the 
account in case if anyone posts harmful tweets repeatedly. 

Some limitations of this study are the following: Twitter 
API has maintained strict policies to access Twitter contents, 
it needs permission after submitting a survey to know why 
we need access to Tweets. After we set the location 
specifically Saudi Arabia and some bullying keywords, we 
commonly find it difficult to obtain enough dataset. Also, 
the API search collects only data only for one week, therefor 
we need multiple permissions for collecting a sequence of 
data samples. For this reason, the most significant challenge 
that faced this study was trying to collect data on separated 
periods for a long time. 

To get the weight of Saudi's bullying words was 
confused and difficult. We tried first to collect and give the 
bullying words a weight based on a survey that can be 
distributed to many Arabic Language experts. But we found 
that this method is time-consuming. For this reason, we 
started using the PMI lexicon which calculates the required 
weights based on the dataset. 

5. Conclusion and Future Work 

In this contribution, we have successfully built the 
required Tweets dataset through various periods with 5109 
tweets, and the number of bullying tweets was 1135. 
However, on the created dataset of tweets texts written in 
Arabic. 

There are two methods were successfully applied, 
namely lexicon-based PMI, and machine learning-based 
SVM for detection and classification purpose. The 
performance of both methods according to the results is 
compared in terms of the F1 score. The results of the 
application of SVM after resampling the dataset 
outperforms with an 82 % F1-score as compared to the 
second method so that the SVM method gave the best 
results. Based on these results, it clear that Cyberbullying is 
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a present problem in Saudi society within social media 
especially with those who are using the Tweeter platform. 
Consequently, this needs to pay too much attention to this 
problem, its roots, and identify all its related factors as a 
successful step for the reduction of Cyberbullying. The 
Ministry of Education can contribute to solving this 
problem by inserting such topics as “Ethics of Social Media” 
into the early levels classes, this, in turn, can reduce the 
problem. The results also contribute to help for Anti 
Cybercrime. Moreover, for future work, the accuracy can 
be increased by expanding the dataset and used 'celebrities’ 
hashtags to create a lexicon since it has a lot of bullying 
tweets. Also, the results can be improved by handling the 
negation in the tweets that may affect negatively the 
performance of our analysis, besides, the tweets can be 
categorized based on the type of bullying, such as offensive, 
religious, and violence, etc., Moreover, the neural network 
or the deep learning algorithms can be employed for much 
better results. 
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