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Abstract 
The explosive growth of video-based services is considered as the 
dominant contributor to Internet traffic. Hence it is very important 
for video service providers to meet the quality expectations of end-
users. In the past, the Quality of Service (QoS) was the key 
performance of networks but it considers only the network 
performances (e.g., bandwidth, delay, packet loss rate) which fail 
to give an indication of the satisfaction of users. Therefore, Quality 
of Experience (QoE) may allow content servers to be smarter and 
more efficient. This work is motivated by the inherent relationship 
between the QoE and the QoS.  We present a no-reference (NR) 
prediction model based on Deep Neural Network (DNN) to predict 
video QoE. The DNN-based model shows a high correlation 
between the objective QoE measurement and QoE prediction. The 
performance of the proposed model was also evaluated and 
compared with other types of neural network architectures, and 
three known machine learning methodologies, the performance 
comparison shows that the proposed model appears as a promising 
way to solve the problems. 
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.1. Introduction 

Video services have been gaining a dominant place in 
Internet traffic, especially with the use of portable devices 
(tablets, smartphones, etc.) [1]. Video traffic requires a lot 
of resources because it is highly sensitive to any problem 
during the traffic delivery process. This is more evident 
where error-prone wireless networks are used to transmit 
videos to portable devices. As a result, the end-user 
experience would be adversely affected by different levels 
of degradation. In addition, nowadays devices come with 
highly sophisticated functionality and take the expectations 
of consumers regarding video quality to that of broadcast 
level, in a way that makes full use of device capabilities 
[2][3] . As a result, it becomes inevitable to move from an 
approach that relies on the quality of service (QoS) to that 
based on the quality of experience (QoE)[4].  

QoS reflects only network performance that does not 
directly indicate user satisfaction. However, controlling the 
QoS parameters for a video transmission system is 

important to evaluate video quality from a user’s 
perspective known as Quality of Experience (QoE). As a 
subjective metric, QoE involves human dimensions. It ties 
together the experience of application and network 
performance, user perception, and expectations. QoE-based 
video quality evaluation is difficult since the user 
experience is subjective and difficult to be quantified and 
measured due to a high cost in terms of time, manual effort, 
and money. Therefore, several recent research studies have 
been focusing on the idea of developing objective NR 
quality prediction models. In this regard, several machine 
learning-based techniques have been applied to realize no-
reference models for QoE prediction [5], such as Fuzzy 
Logic Systems, Neural Networks, and Decision Tree. The 
ITU classification of objective quality assessment models 
[6] outlined the efficiency of the hybrid QoE prediction 
model in the development of an effective generic prediction 
model. This is the adopted approach in this research work.  

In this paper, a hybrid no-reference prediction model 
based on the Deep Neural Networks (DNN) is proposed for 
predicting QoE of wireless video streaming. As the main 
characteristics of the prediction model are entered on the 
basis of DNN without relying on any human element. This 
model can provide QoE prediction for video streaming in a 
real-time manner, which can be located over a wireless 
network at an intermediate measuring point.  

The structure of the paper is as follows; Section 2 
discusses the related works. A description of the 
experimental setup for dataset collection is provided in 
Section 3. The QoE measurements and dataset collection 
are presented in Section 4. The proposed model is presented 
in Section 5. Section 6 demonstrates the performance 
evaluation. Finally, the conclusion is presented in section 7.  

2. Related work 

In recent years, several research studies focused on the 
prediction of the video QoE based on machine learning 
methods. The study presented [7] a no-reference model 
based on ANN for predicting HD video coded using the 
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H.265 / HEVC and VP9 codecs in the mobile network 
environment. The results show that the prediction accuracy 
was slitly improved by the ANN method when compared to 
the regression-based approach. Work in [8] presented a 
hybrid model based on fuzzy reasoning systems (FIS) to 
predict video quality with a no-referenced prediction model 
in wireless networks. The proposed model is evaluated 
based on random neural networks (RNN), where the 
simulation result shows that the FIS-based model has better 
performance. In addition, the work in [9] studied the effect 
of QoS parameters on 4kUHD video transmission and built 
a NR predictive model based on FIS for the cognitive 
quality of codec H.265 4kUHD videos in wireless 
transmission environments. SSIM was used as an objective 
quality metric. The FIS-based model was also evaluated 
against RNN-based models and demonstrated significant 
performance.  

In [10], the researchers presented a NR model to 
predict user satisfaction in terms of QoE using the RNN 
approach. They studied the impact of five QoS parameters 
on the video QoE. The QoS parameters are represented as 
inputs on the neural networks. The authors argue that the 
presented results of the proposed model are very useful for 
network operators to achieve user satisfaction based on the 
network performance viewpoint. Work in [11] used six 
different machine learning methods to build a prediction 
model, including Logistic Regression, Linear Discriminant 
Analysis, Decision Tree (DT), K-Nearest-Neighbors, 

Support Vector Machine, and Gaussian Naive Bayes. The 
DT-based model provided an exciting result by extracting 
only the two most important features - the bitrate and user 
profile that gives a good result of about 86% accuracy in 
predicting the QoE. Furthermore, authors in [12] proposed 
a quality prediction model based on RNN for video 
streaming over long-term evolution (LTE) networks. In this 
study, PSNR was used as an objective quality metric. The 
QoS parameters that affect the video quality over LTE 
networks were chosen from the application and network 
layers, where the H.264 codec is used. The results indicate 
that the proposed prediction model was able to achieve an 
accuracy of about 93% when compared to objective values. 
Table 1 presents a comparative summary of a number of 
related works.  

It can be seen that the majority of the reviewed quality 
prediction models for video streaming relied on RNN or FIS 
as a machine learning methodology. Also, the RNN was 
used in a simple way with few hidden layers. This paper 
presents the development of a non-intrusive QoE prediction 
model which incorporates a deep neural network (DNN) 
method. It takes into consideration a set of QoS parameters 
critical to wireless video streaming. The DNN is a neural 
network but comes with an additional level of complexity, 
specifically with more than two layers. Sophisticated 
mathematical modeling is applied in DNNs which allows 
complex, yet effective, data processing [13]. 
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ALreshoodi et al. 
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3. Dataset Collection Setup 

3.1 Video Sequences 

The encoded video files in YUV format are taken from 
the publicly available video database and published work 
in[14][15]. The video sequences were classified into three 
types (low motion, moderate motion, and high motion), 
while the resolution is classified into (HD and SD). The 
selected video files were encoded with different 
Quantization parameter (QP) values (16, 24, 32, 40, 48). 
The H.264/Advanced Video Coding (AVC) Joint Model 
(JM) reference codec [16][17] was used in the encoding and 
decoding process. RTP packetization and encapsulation in 
IP packets were applied to the network abstraction layer 
(NAL) units. Fig.1. shows how the video transmissions. 
 

Fig. 1. video transmissions 

3.2 QoS Parameters and Simulation Scene 

Table 2 presents the simulated QoS parameters and 
their values. The selected QoS parameters at the encoding 
level are the resolution (R) and content type (CT). In 
addition, two QoS parameters were selected from the 
network QoS level, packet loss rate (PLR) and the mean 
burst loss (MBL).  

Table 1: QoS parameters. 

Parameters Values 

Video Resolution (R) SD, HD 

Content type (CT) Low, Moderate, High motion 

Packet loss ratio (PLR) 1, 2.5, 5, 7.5, 10 

Mean burst length (MBL) 1, 2.5, 5, 7.5 

 

The simulation scenario is shown in Fig.2. The PLR 
and MBL are generated by the wireless transmission error 
that is based on the Gilbert-Elliot model [18][19]. The PLR 
is distributed uniformly and the MBL is bursts distribution 
along the packet loss trace.  The error model was used for 
describing packet loss traces in transmission channels and 
simulating communications links with error performance. 
In order to increase data confidence, each tested condition 
was simulated 10 different times. An objective video quality 
metric was then utilized to assess the distorted video 
sequences, as explained in the following subsection. 

 

Fig. 2. Conceptual illustration of the simulation scene. 

 

4. QoE ASSESSMENT 

The objective quality assessment method is used as a 
cost-effective alternative to produce results that are 
comparable with those of subjective testing and can be used 
for real-time measurement of video quality. In this paper, 
the video quality metric (VQM)[20] was used for video 
quality measurement. This was introduced by the National 
Telecommunications and Information Administration 
(NTIA), and assessed by the video quality experts group 
(VQEG). Then, ANSI [21] and ITU [22] have standardized 
it. The VQM scale is from 0 to 1, where 0 represents 
complete loss and 1 represents original quality. In this work, 
the VQM also normalized to the subjective Mean Opinion 
Scores (MOS) through the equation: 

𝑀𝑂𝑆 ൌ 5 െ 4𝑉𝑄𝑀                (1) 

 

MOS is a numerical measure ranging from five grades 
(1:Bad, 2:Poor, 3:Fair, 4:Good, 5:Excellent) [3]. After 
measuring the VQM of all degraded video sequences, the 
collected dataset was then divided into training (60%) and 
testing (40%) datasets. 

 

5. QoE PREDICTION MODEL BASED ON DNN 

We used in this work the DNN method to build the 
proposed prediction model. Deep learning is a sub-field of 
machine learning that basically applies neural networks 
with multiple hidden layers[23]. Deep Learning is based on 
algorithms inspired by the biological structure and 
functioning of a brain in order to support machines with 
artificial intelligence [24]. The DNN consists of an input 
and output layer in addition to a set of hidden layers in 
between. Each layer implements specific types of sorting 
and sorting in a process that some refer to as a "feature 
hierarchy". A common use of this complex model of the 
neural network is to deal with unclassified or disorganized 
data.  

The proposed DNN-based model was implemented 
using the python programming language. We initialized our 
model in Keras using a sequential model. A dense layer is a 
fully connected layer. The model requires the data input to 
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the first layer where five are used as input variables to the 
model (R, CT, PLR, MBL). We used four hidden layers, as 
illustrated in Fig.3. The efficient Adam optimizer is used 
with a default learning rate of 0.001. Tangent hyperbolic 
(Tanh) function is used to perform the computation of 
activation for the Dense layer. Each layer has 64 neurons. 
After building and compiling the model, the next step is to 
fit the DNN model into our dataset. 

 
Fig. 3. Conceptual illustration of the simulation scene. 

 

The DNN model learns and maps the correlation 
between measured QoE and QoS parameters. As part of the 
learning phase, the DNN is trained on the dataset of 
measured QoE. After that, the system becomes able to 
perform QoE prediction based on a combination of QoS 
parameters as shown in Fig.4. A comparison is then 
established between the predicted QoE output (MOS) and 
the objectively measured QoE. This is done based on the 
calculation of two main factors: the Root Mean Squared 
Error (RMSE) and the correlation coefficient. 

 
Fig. 4. DNN mapping the QoS parameters and measured QoE. 

 

6.  Results and discussion  

6.1 Validation using The Testing Dataset  

As mentioned in section 4, the collected dataset was divided 
into training and testing datasets. The testing dataset was 
used towards practical validation of the proposed DNN-
based model. As aforementioned, the correlation coefficient 
and the Root Mean Squared Error (RMSE) are calculated to 

effectively compare the predicted QoE output (MOS) 
against the objectively measured QoE (testing dataset), as 
shown in Fig 5. The R2 scored 95% and RMSE was 0.22 
which shows that the predicted QoE is highly correlated 
with measured QoE. This means that the proposed DNN-
based model effectively succeeded in the prediction of end-
users perception. 

 
Fig. 5. Measured QoE vs. predicted QoE.  

 

 
Fig.6.  R2 and RMSE agents’ number of epochs. 

 

6.2 Evaluation by Other ML Methods  

In this work, the performance of the proposed DNN-based 
model was also compared with three other machine learning 
models. Three ML methods were used for the performance 
comparison step, namely: Linear Regression, KNN, and 
Decision Tree. To implement these methods, we used the 
Sklearn package and its classes: Linear Regression, K 
neighbors Repressor with 3 neighbors, and Decision Tree 
Repressor. As we can see from table 3, we found that the 
proposed DNN-based model shows a better performance.  
 

Table 3. Performance comparison 
 

 Linear 
Regression 

KNN Decision 
Tree 

DNN 

RMSE 0.33 0.35 0.23 0.22 
R² 0.88 0.86 0.94 0.95 

 
 

6.3 Evaluation by Other Neural Networks Architectures 

We also compared the performance of DNN-based 
model with other types of neural networks architectures, 
namely Convolutional neural networks (CNN) [25] and 
Artificial Neural Networks (ANN)[26]. The results of the 
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performance comparison in terms of R2 and RMSE are 
shown in Fig.7. and Fig.8. The three models used the same 
optimizers 'adam'. The DNN-based model is significantly 
better than the two other neural network architectures 
considered in this testing phase. Fig.9.  and Fig 10 show the 
R2 and RMSE agents’ number of epochs. 
 

Fig.7.comparing DNN, CNN, and ANN-based on R2 against epochs. 

 
Fig.8.comparing DNN, CNN, and RNN based on RMSE against epochs. 

 
Fig.9.  CNN-based model: R2 and RMSE agents’ number of epochs. 

 

Fig.10.  RNN-based model: R2 and RMSE agents’ number of epochs 

7. Conclusion 

This research presents the concept of QoS/QoE 
correlation for video QoE prediction of video streaming in 
wireless networks. The main aim of this work is to develop 
a no-reference video quality prediction model based on 
DNN methodology. effective mapping of a set of critical 
QoS parameters to the QoE (represented by MOS scores) of 
video streaming traffic to conduct the main aim of this 
research. Furthermore, the wireless transmission errors 
model has been used in the coded video packets to 
practically simulate communications links with error 
performance. The collected QoE video dataset was 
constructed to help in the development of a robust objective 
QoE prediction model based on DNN. The assessment of 
the quality of the decoded video frames was carried out 
using the VQM to provide an arithmetic mean over the 
sequence’s video frames.  
 

The proposed DNN-based model was validated by the 
testing dataset, other types of neural network architectures, 
and three other machine learning models as well. From the 
results, it is clear that the DNN-based model shows better 
performance on all validation methods. A high correlation 
between the predicted QoE and measured QoE was 
achieved by the proposed DNN-based model. The results of 
this work also confirmed that the QoS parameters selection 
is important to achieve an efficient prediction accuracy.  
 

In our future work, the proposed DNN-based model 
can be applied to other potential applications, and other QoS 
parameters can be incorporated for improving quality 
prediction to a higher level in an end-to-end manner.  
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