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Summary 
The rapid change in gold price is an issue of concern in the global 
economy and financial markets. Gold has been used as a means for 
trading and transaction around the world for long period of time 
and it plays an integral role in monetary, business, commercial and 
financial activities. More importantly, it is used as economic 
measure for the global economy and will continue to play an 
important economic vital role - both locally and globally. There 
has been an explosive growth in demand for efficient and effective 
scheme to predict gold price due its volatility and fluctuation. 
Hence, there is need for the development of gold price prediction 
scheme to assist and support investors, marketers, and financial 
institutions in making effective economic and monetary decisions. 
This paper primarily proposed an intelligent based system for 
predicting and characterizing the gold market trend. The 
simulation result shows that the proposed intelligent gold price 
scheme has been able to predict the gold price with high accuracy 
and precision, and ultimately it has significantly reduced the 
prediction error when compared to baseline neural network (NN).  
Key words: 
Gold price, automated machine learning, prediction, neural 
network, cross validation 

1. Introduction 

Gold has been one of the precious metals used by the 
financial industry and market for business and commercial 
purposes. Gold has had huge impact on the global economy 
and financial market due to its scarcity and value as well. It 
has been used as an equivalent to the currency presently 
circulating within the financial and business institutions. In 
addition, the gold unique features such as resistance to 
corrosion, scarcity and value are the vital characteristics 
which make it a suitable for exchange in the financial and 
business industry. Furthermore, the gold supply and 
demand are caused by its uniqueness when compared to 
other precious metals that possess the same properties as 
gold. Therefore, it serves as the safe way to save investors’ 
money in the event of a financial crisis or instability and 
volatility in the global markets. These factors have led to 
the increasing demand for more reliable and effective 
approaches to predict gold prices and its trend. 
 

Notably, gold has long been recognized as a symbol of 
wealth and frontier less currency that can be easily 
exchanged among different monetary systems [1,2]. In 
recent decades, gold has gradually become a popular 
nonmonetary tool in the financial market, which is 
characterized by high-yield and high-risk. Gold price is 
partly regarded as reflection of investors' expectations and 
the world's economic trends. Therefore, gold price 
forecasting is a vital issue to the global economy. At the 
same time, it is noted that, during the financial crisis in 2008 
and early 2009, the global gold price has increased by 6% 
on average, while many mineral prices have dropped by 40% 
approximately [3]. Ultimately, the gold price trend is 
entirely different when compared to other mineral 
commodities, and hence predicting gold price is more 
challenging due to the market volatility and rapid change in 
global economy. 
 

More importantly, it is difficult to predict exactly the 
price of gold based on the historical data and information 
collected as a result of its price volatility and market 
dynamics. Many factors can lead to instability and volatility 
in gold price - this primarily included demand and supply, 
exchange rate, market and inflation. Developing an 
approach to effectively forecast on how the gold price trend 
change over a period is extremely important to the financial 
and stock market. Specifically, how the aforementioned 
factors can affect the gold price will require more concerted 
effort and support from financial institutions, investors and 
researchers to develop more effective strategies and scheme 
to predict the gold price with high precision and 
sophistication. The ability to explore the huge information 
and data collected by the financial and business institutions 
has witnessed an exponential growth in recent years. This is 
primarily due to significance of the information collected in 
designing and modeling systems in predicting future trend. 
 

Additionally, there has been an alarming increase on the 
application of intelligent approach to help in forecasting the 
market trend based on the historical data collected. Machine 
and deep learning tools have been applied in exploring the 
hidden information in the financial dataset. Initially, 
statistical approaches have been used to predict the financial 
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market. In [4] and [5], statistical schemes for predicting the 
stock market have been proposed, but their prediction 
accuracy and precision is less due to the small size of the 
data used. More importantly, the statistical approaches are 
efficient in predicting linear historical data and this is 
primarily their weakness. Consequently, the development 
of machine and deep learning has greatly assisted in solving 
the problem of predicting non-linear historical data. More 
effort and resources have been dedicated toward using 
specific in data and subsequently applying the selected 
features in predicting the future trend in banking and 
investment sectors. This has had more dramatic impact on 
the precision and accuracy of the prediction schemes. 
 

In this paper, an intelligent gold price prediction scheme 
which uses time series learning has been developed for 
financial and monetary institutions. In contrast with the 
schemes, the proposed intelligent gold price prediction 
scheme which uses time series and machine learning to 
extract the variation in gold price over a period. 
Additionally, the intelligent learning forecast scheme 
determines the trend based on the historical information 
collected from the gold price dataset. Consequently, it helps 
in extracting and learning the features which are difficult to 
learn with other approaches. Additionally, this is 
accomplished with relative ease and high accuracy.  In 
summary, this paper mainly contributes to the development 
of a time series-based learning scheme for efficient 
prediction of the daily gold prices by enhancing the 
prediction accuracy using automated learning. 

The rest of the paper is organized as follows:  Section 2 
will cover the literature and related works. In section 3, the 
development of the intelligent gold price-based time series 
learning and forecasting algorithm has been covered. 
Numerical analysis and discussion for experimental 
simulation is presented in Section 4. Finally, the 
conclusions for the research are drawn in Section 5. 

2.   Related Works 

Relentless efforts have been dedicated to prediction and 
forecasting prices and trends in various aspects – which 
included the application of time series, machine and deep 
learning, and hybrid systems in solving complex prediction 
problems. This section primarily deals with review of the 
related works used for the prediction of price trend of 
valuable metals. It will serve as the fundamental basis of 
understanding the application of prediction in determining 
the price and future trend of the financial market. Different 
approaches have been used to predict price, but there is need 
for high precision and accuracy in prediction. This has led 
to the development of different hybrid schemes to help 
improve the prediction accuracy in different fields. 
 

Machine and deep learning based approaches can efficiently 
handle the challenges anticipated by statistical approaches 
and yield better performance in terms of precision and 
prediction. However, [6] proposed a stock price trend 
prediction model based on dual features and attention in 
order to predict direction and variation in stock price. This 
has had more dramatic impact on the precision and accuracy 
of the stock prediction schemes. A trend prediction model 
based on features and attention mechanism was meant to 
predict the direction and changes in stock prices. 
 

 Much research efforts focused on extracting 
information of specific point and this has led to the 
development of different techniques which will ultimately 
address the need. Encoding and decoding techniques have 
been reported in [7, 8, 9]. In [10], it proposed an approach 
which uses feature correlation and particle swarm 
optimization to achieve high performance. A hybrid feature 
selection-based algorithm which employ genetic algorithm 
is reported in [11]. Both [12] and [13] have utilized 
segmentation in order to improve the precision of prediction 
of stock data. Other approaches use machine and deep 
learning in modeling the financial time series data such that 
the non-linearity issue can be appropriately handled. It has 
been reported in [14] that the stock price can be predicted 
using wavelet transform, neural network and fuzzy logic 
with the precision needed. Deep learning scheme with 
multi-level data abstraction have been applied in financial 
field [15]-[18]. In [19], it proposed an approach using Long 
Short-Term Memory (LSTM) to enhance the prediction 
accuracy of stock market. 
 

An asset pricing model has been developed to establish 
the relationship between return and risk in capital 
investment [20]. Subsequently, [21] added the size and 
value of risk to the approach in [20] to effectively determine 
the market risk. With the development of deep learning 
approaches, complicated features in large data can learn 
with relative ease and high precision [22]. This has greater 
role to play in financial and economic sector where there is 
huge demand for extracting and exploring the large data and 
information collected. It is obvious that the Autoregressive 
Integrated Moving Average model (ARIMA) has been one 
of the conventional machines learning widely used for 
prediction in financial and banking [43]. For instance, [23] 
have used ARIMA model in predicting stock market. 
Moreover, it has been used in [24] for predicting and 
analyzing the gold price market. However, time 
consumption and inability to process huge data have been a 
major key bottleneck in ARIMA.  
 

The fact that the deep learning-based approaches can be 
capture the necessary features from large data set when 
compared machine learning [25]. It has been applicable in 
different fields as indicated in [26][27]. In [28], the 
proposed deep learning approach has been able to predict 
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electricity theft after it have had learn from the electricity 
consumption dataset. There has been report from [29]-[31] 
that attention-based schemes were used to tackle different 
problems. 

A classical time series for analyzing stationary and non-
stationary conditions was developed by [32] has been used 
in conjunction with recurrent neural network to process the 
time series data. In addition, [33] has proposed LSTM 
network approach for determining the trend of large-scale 
financial market and price prediction as well. In [34]-[37], 
strategies for extracting the patterns for financial series data 
have been proposed. More importantly, state frequency 
memory recurrent network was proposed in order to 
determine the pattern of the market data for both long and 
short time period. 
 

In [38], an approach using support vector machine 
(SVM) was developed to assist in predicting the direction 
of stock exchange market. A combination of SVM and 
multilayer perceptron (MLP) has been used in predicting 
the daily direction and price of stock in [39]. In addition, 
[40] uses feed forward neural network to predict the mid-
price direction based on the data. Furthermore, it has been 
proved that based on the approach developed in [41] that 
using different data set size to train the neural network 
model can lead to degradation in the prediction accuracy.  

3. Intelligent Gold Price Prediction Learning 
Algorithm 

This section presents the main approach used for 
predicting the gold price based on the intelligent learning 
scheme. In addition, the model used for predicting the gold 
prices over period is proposed and discussed. Figure 1 
shows the typical automated learning model for predicting 
gold price. The basic idea used in developing the model is 
the fact that the trend of the gold prices represents some 
certain patterns over time. Hence, these patterns need to be 
fully exploited and critically analyze to efficiently 
determine the gold price trend.  

 

Fig 1. An Intelligent Gold Price Prediction Model  

The proposed approach has been developed primarily to 
predict the daily gold prices to support investor and 
financial marketers in making effective decision. Figure 1 
shows the general conceptual diagram for the gold price 
prediction model.  The gold price prediction model consists 
of the following: 

1. Data Preprocessing. The dataset used for the 
experimentation was analyzed, evaluated and 
thoroughly processed as part of the preliminary 
preparations before embarking on the usage of the 
dataset. This helps in handling the massive gold price 
data efficiently when it comes to the implementation 
of the proposed algorithm. 

2. Intelligent Information Extraction. Extracting 
intelligence information from the available data is 
important and necessary for the advancement of new 
approaches and improvement of the existing 
techniques. The complexity of the information 
obtained requires thorough analysis of the data and 
many features need to be taken into consideration to 
achieve effective decision. As it has been shown in 
figure 1, the intelligent gold prediction scheme 
extracts the information from the gold price dataset 
and the algorithm learns the change in gold price over 
the period. The output of the algorithm can be used by 
investors and marketers in making decision about 
issues related to gold price and its trend prediction.  

3. Intelligent Prediction Mechanism. In order to 
ultimately determine the gold prices under different 
condition, we deploy the mechanism of machine and 
k-fold cross validation learning to predict the trend of 
gold based on the captured information from the gold 
price dataset. The deviation in the gold price was 
tracked over the period, and machine learning 
mechanism utilizes the knowledge acquired to analyze 
the information and decide the output for any given 
scenario.  The detail description about the intelligent 
gold price scheme has been presented in Section 3.1.
  

 

3.1 Intelligent Gold Price Prediction Algorithm 
 

The flow chart for the intelligent gold price forecasting 
scheme is presented in figure 2 below. The steps in the 
aforementioned sections can be further described in more 
detail using the flow chart in figure 2.  
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Fig 2. Intelligent Gold Price Prediction Algorithm Flow Chart  

3.1.1 Initialization step 

The trend for the gold price time series data can be 
presented as X = (x1, x2,…………xn) which represent the 
gold price over period of time. It is assumed that xi ∈ X 
which can be greater or less than the average gold price at a 
particular time t. Massive daily gold price data was 
collected over the period t. To determine the exact trend of 
the time series data X, the difference between the daily 
consecutive gold prices is computed to determine their 
respective relationship. This tracks the variation and 
changes in the gold prices over the period to be examined. 
Therefore, the relationship can be represented 
diagrammatically as follows: 

 

Fig 3. Representation of Gold Price Deviation Variation 

where V represents the variations over period t. This can be 
presented in vector form as V = (v1, v2 ….vn). Each of the 
values can be computed Vi(t) = Pt – Pt-1. The difference in 
V is track throughout the gold price time series data, it 
essentially helps toward ensuring that the intelligent scheme 
learns the deviations over the period. More importantly, it 
identifies the trend direction which has direct correlation 
with the time series dataset represented by X. V(t) is 
determine over the range V0 to VN.  

Interestingly, the data involved in the experimentation 
has clearly shown that it has non-linear pattern 
representation over the period it has been examined. This is 
mainly due to the volatility and instability in gold as many 
factors can affect its price. To improve the non-linearity and 
to efficiently handle rapid variations in gold prices, a 
sigmoid activation function was used developing and 
evaluating the proposed scheme.  
 

To improve the precision and accuracy of the proposed 
scheme, a k-fold cross validation has been used. The data 
have been partitioned randomly into k folds f1, f2, …… fk. 
Each fold is approximately of equal to the another. Both the 
training and testing process were repeated k times to 
ultimately enhance the precision and accuracy. Initially, one 
of the folds is used as a test data and other folds used as 
training data. More precisely, each sample has been used for 
the same number time in training and subsequently used 
only once for testing. In essence, the proficiency of the 
proposed is enhanced with the introduction of the k-fold 
cross validation. The performance achievement has been 
demonstrated in section 4.4. 
 

In addition, it is particularly important to note that the 
time series, machine and k-fold cross validation learning 
based algorithm uses primarily sigmoid function to map the 
features and eventually make the decision. This is because 
the time series gold price data is one dimensional and there 
is need to adapt a sigmoid function which has similar 
properties and it ultimately yields the needed non-linearity. 
In order to accomplish and increase the non-linearity 
behavior within the scheme, the sigmoid activation function 
which been described in equation (1) below is employed: 
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𝐹ሺ𝛥ሻ ൌ
1

1 ൅ 𝑒௱  
 
       (1)

 
where Δ is the deviation in gold price over a period t. It is 
important to note that the features extracted were 
normalized using the mathematical expression in equation 
(2) and it is presented as follows:  
 

𝑋∆ ൌ
𝑋௜ െ 𝑋௠

𝜎
 

 
       (2) 

where XΔ is the parameter to be normalize. Xi represents the 
gold price values and Xm is the mean value of the average 
gold price. 𝜎 is the standard deviation of the gold price data. 
 

In order to ensure fairness and to make sure that the gold 
price used in prediction experimentation is within the 
acceptable range, we consider the average of the USD (AM) 
and USD (PM) gold prices. The average gold price is 
observed for the morning and evening gold prices for any 
day. Also, the average gold price is computed over period t. 
Therefore, the average gold price can be computed 
mathematically using equation (3) as follows: 
 

𝐴𝑉𝐺ሺ𝑡ሻ ൌ
𝑈𝑆𝐷஺ெሺ𝑡ሻ ൅ 𝑈𝑆𝐷௉ெሺ𝑡ሻ

2
 

 
          (3)

 
Additionally, the variation of the gold price from one day to 
another is computed to track the difference as the time 
elapse. Hence, the variation (∆) can be expressed using 
equation (4) as follows: 
 

𝛥௡ ൌ
𝐴𝑉𝐺௡ െ 𝐴𝑉𝐺௡ିଵ

𝐴𝑉𝐺௡ିଵ
 

 
          (4)

          
∆n represent the variation of the USD gold price between 
two consecutive days. While AVGn represent average gold 
price in a particular day n. Also, AVGn-1 represents the 
previous gold price in the subsequent day n-1. 
 

4. Numerical Experiments and Performance 
Analysis 

This section primarily focuses on the details of dataset 
preprocessing, experimentation and analysis of the result 
obtained. Several experiments were conducted to evaluate 
the performance of the proposed neural network with K-
fold cross validation to enhance the prediction accuracy. In 
addition, the comparison between the proposed model and 
baseline neural network model is presented in section 4.4. 
Furthermore, the performance of the developed scheme has 
further been investigated and compared in order to 
determine the impact of different parameters on the 
proposed scheme performance.  
 

4.1	Data	Description	&	Analysis	
 

In this section, the description about the gold price data 
set used has been covered. This is mainly to ensure that the 
series of embedded facts about the data used for the 
experimentation is obtained through observation, searching 
and extraction. These facts when fully exploited can be used 
in making effective and efficient decision. The gold price 
data was collected from [42].  

The gold prices are represented in US dollar, Euro and 
Great Britain Pound (GBP). Each of the gold price time 
series features numerical variables contained AM (morning) 
and PM (evening) gold price values. In our experimental 
work, US dollar gold prices have been used in the 
simulation experimentation in order to ensure consistency 
and uniformity. Figure 4 shows the original structure of the 
US dollar gold price dataset. We collected the gold price 
time series data for each day, and the data covers the period 
from April 1, 1968, to October 23, 2017.  
 

 
 
Fig 4. Block diagram representation of the original dataset 
 
The AM & PM gold price of the collected data can be 
represented graphically as shown in Figure 5. As it can be 
notice from the graph that there has been exponential 
growth in gold price from 1968 to 2017.  The gold trend 
over the period under examination clearly indicated that the 
investment into gold market has profitable and brighter 
future when compared to other financial markets. The 
develop scheme will enhance the investor’s ability when it 
comes to buying and selling gold. In addition, the gold 
prices trend can be evaluated thoroughly and predicted with 
high precision and accuracy. 

 
Fig 5. AM & PM Gold prices from 1968 to 2017 
 

Gold Price 
Dateset

Date USD

USD (AM) USD(PM)

1.97 1.975 1.98 1.985 1.99 1.995 2 2.005 2.01 2.015

x 10
7

0

200

400

600

800

1000

1200

1400

1600

1800

2000

Time (Days)

P
ri

c
e

 (
U

S
D

)

 

 

AM Gold Price

PM Gold Price



IJCSNS International Journal of Computer Science and Network Security, VOL.21 No.4, April 2021 

 

70

 

As it can be seen from figure 5, the gold price has been 
increasing exponentially (1968–2017) over the period under 
examination. At the beginning of 1980, there was spike in 
gold prices and after which the price remained stable up to 
the year 2000. After that, the gold price continues to grow 
exponentially from 2000 to 2012 and it starts to depreciate 
up to 2017. This clearly shows how the gold market changes 
very rapidly within the past 7 decades. More importantly, 
this has justified the dramatic need to develop more 
effective and high precision approach to determine the gold 
price trend and volatility. The average gold price eventually 
has similar trend as in figure 5 since both the AM and PM 
gold prices have the same graphical pattern.  
 

To track the variation alone would not be enough in 
designing more effective solution for predicting the 
direction of the gold prices over time, but there is need to 
conduct some basic analysis in order to acquire the 
knowledge necessary for efficient feature selection. Hence, 
the statistical analysis of the raw gold price USD dataset is 
presented in Table 1. It is obvious that normalization is 
important in most of the learning schemes; the extracted 
features are normalized based on the average computed 
mean and standard deviation of the gold price dataset.  
 

Table 1: Average USD gold price statistic 
 

Gold US Dollar Price 
Parameter Value 

Mean 500.33 
Median 375.24 

Std. Deviation 420.20 
Minimum 34.76 
Maximum 1895.75 

 
 
 

  
Fig 6. Average Gold price data count 
 

Figure 6 shows the average data count for the gold/ price 
dataset. It clearly indicated that the gold price has 
consistently been stable within the price range between 300 
to 400 US dollars for long period of time. This can be seen 
from figure 5 which indicated that the gold price was 
reasonably constant within the period from 1980 to 2005. 
The data count for the average gold price between 500 to 
2000 US dollars is relatively small when compared to 0 to 
500 US dollars count. 
 

In addition, we computed the variation in gold price as 
it changes from one day to another to keep track of its 
volatility from 1968 to 2017. Figure 7 shows the gold price 
variations over the period under study. The deviations show 
that the price in gold is volatile as the price can be affected 
by various factors mentioned the previous section. More 
importantly, the graph in figure 7 shows the rise and fall in 
gold price over the period. The gold price deviation was 
computed based on equation (4) and represented 
graphically in figure 7 shown below. 

 
Fig 7. Gold price deviation from 1968 to 2017 
 

Furthermore, it is particularly important to note that the 
average value has been considered in our experimentation. 
Figure 7 shows the price variations in time for the gold price 
data set. The gold price for each day in the time series is 
tract based on equation (5) shown below: 
  

𝛥௧ ൌ ൝
0 𝐴𝑉𝐺௧ିଵ ൑  𝐴𝑉𝐺௧  

1 𝐴𝑉𝐺௧ିଵ ൐  𝐴𝑉𝐺௧ 
 

 
     (5) 

 
where Δt represents whether there is increase or 
decrease in gold price from t-1 to t. This eventually 
tracks the gold price variation over the period time 
under investigation. 
 
Additionally, the K-fold cross-validation was used in the 
development of the proposed scheme. It primarily divides 
the data into k-folds and eventually iterates the folds. With 
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the application of cross-validation, it effectively ensures 
better training and testing of the dataset. Subsequently, it 
leads to high precision and prediction of the gold price. In 
our simulation, the value of k has been set to 10 (k=10) and 
different scenarios were run to observe the performance of 
the developed algorithm. More importantly, the cross 
validation ensures more credible feature selection amongst 
different possible combinations. 
 
4.2.	Experimental	Setup	
 

To effectively evaluate and analyze the performance 
of the developed intelligent gold price-based time series 
learning and forecasting scheme, the learning capability of 
the scheme has been explored by acquiring useful 
information and predict the gold price trend over period 
of time based on the gold price time series data. An 
extensive experimentation on the gold price dataset was 
conducted and compared with another method. The 
scheme has been implemented in MATLAB environment 
and executed by 2.7GHz processor, 8 GB RAM and 64-bit 
operating system. Different test and experimentation 
were conducted to examine the capability of the 
developed scheme. The impact of various parameters on 
the developed scheme have been investigated and 
studied to critically examine the proposed scheme 
behavior under different conditions.  
 
4.3 Performance Metrics 
 

In order to effectively train the proposed scheme, the 
input vectors, output, weight and bias are adjusted to 
minimize the error between the computed and actual 
achievable output – this eventually leads to fast 
convergence. The performance evaluation function used in 
our simulation is described by equation (6) which is 
minimized until the convergence has been accomplished. 
The error function can be represented as follows: 

𝑀𝑆𝐸 ൌ  
1
𝑁

෍ሺ𝑒௜ሻ

ே

௜ୀଵ

ൌ
1
𝑁

෍ሺ𝑦௜ െ 𝑑௜ሻ

ே

௜ୀଵ

 
 
          (6)

N represents the number of input samples which eventually 
yields the same number of outputs.  The actual achievable 
is represented by di while yi represents the output computed 
using equation (7). In addition, the root means square error 
(RMSE) is considered as the metric used to evaluate the 
performance of the developed intelligent gold price 
prediction based on time series, machine and k-fold cross 
validation learning algorithm, and to juxtaposed proposed 
scheme with other similar schemes as well. The RMSE has 
been considered primarily to measure how close the 
predicted value to the actual value. The main goal is to 
significantly reduce the RMSE in order to achieve the 
desired outcome. More importantly, the mean absolute error 

(MAE) has been used to determine the difference between 
the variable and the average absolute error. Therefore, the 
RMSE and MAE can be express mathematically as follows: 
 

𝑅𝑀𝑆𝐸 ൌ ඩ
1
𝑁

෍ሺ𝑦௜ െ 𝑑௜ሻଶ

ே

௜ୀଵ

 

 
      
        (7) 

 

𝑀𝐴𝐸 ൌ
1
𝑁

෍|ሺ𝑦௜ െ 𝑑௜ሻ|
ே

௜ୀଵ

 
 
        (8) 

 
It is important to note that the closer the RMSE and 

MAE value to 0 indicated better chance for forecasting the 
gold price value.  Therefore, the RMSE value is reduce in 
each iteration until when the targeted threshold is 
accomplished or reached.  Similarly, when the RMSE 
remains constant, it indicated that the convergence point has 
been reach and it depends on the condition set up to attain 
the convergence.  
 
4.4 Performance Comparison 
 

In this section, the performance of the proposed scheme 
has been investigated. The developed scheme is compared 
with baseline neural network in terms of error and 
prediction precision accuracy. By considering the error and 
prediction accuracy as metrics to measure the performance 
of the proposed scheme because they have widely used in 
determining the proficiency of prediction algorithms. 
Initially, we consider the error comparison between the 
baseline NN and the k-fold cross validation neural network 
(kfCV-NN). Both approaches have been tested to measure 
the performance in terms of output errors. The primary 
objective is to reduce output error to minimum in order to 
achieve better prediction accuracy and precision of the gold 
prices. This is because of the non-linearity of the gold price 
data. Hence, the performance of the proposed kfCV-NN 
reduced the error to minimum. Based on the simulation 
experimentation, kfCV-NN proved to be more effective 
since it converges more rapidly compared to the base line 
NN. As can be seen from figure 8, the kfCV-NN has been 
deployed to enhance the accuracy and stability of the 
developed scheme. The kfCV-NN scheme has been able to 
reduce the training error significantly when compared to the 
baseline NN as presented in Table 2. Both the RMSE and 
MAE for kfCV-NN clearly shows relatively low training 
error. Thus, it is an indication that the prediction accuracy 
of the proposed scheme outperformed the accuracy of the 
base line NN. 
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Table 2: RMSE & MAE comparisons 
 

 kfCV-NN Base line NN 
Iterations RMSE MAE RMSE MAE

10 0.0757 0.0412 0.213 0.395
20 0.0411 0.0274 0.087 0.064
30 0.0286 0.0203 0.081 0.059

 
Additionally, the RMSE testing error for the proposed 
scheme decreases rapidly to minimum as the number of 
iterations increases as it can be clearly seen in figure 8. To 
effectively and efficiently measured the percentage 
reduction in RMSE, the number of iteration was varied from 
10 to 30 at the interval of 10. Under each scenario, the 
RMSE was computed based on equation (7) for both the 
kfCV-NN and baseline schemes. The average error for the 
two schemes have been computed and compared. The 
RMSE testing error has been significantly reduced by 53.6% 
when compared to the baseline NN. 

 
Fig 8. kfCV-NN Vs Baseline NN Gold price prediction RMSE comparison 

 
Furthermore, it can be seen from figure 9 that the MAE 
testing error for the proposed scheme is relatively low when 
compared to the baseline NN as the number of iterations 
increases. The number of iteration was varied from 10 to 30 
at the interval of 10, and under each scenario, the mean 
absolute error was computed based on equation (8) for both 
the kfCV-NN and baseline schemes. The average error for 
the two schemes have been computed and compared. The 
MAE error has been reduced by 57.6% compared to the 
baseline NN. 

 
Fig 9. kfCV-NN Vs Baseline NN Gold price prediction MAE 
comparison 
 
Finally, the precision and accuracy of the proposed was 
measured and compared the predicted values of the baseline 
NN through the simulation experimentation. Both the two 
approached were compared to exact gold price values to 
measure the prediction precision proficiency of each of the 
approaches compared to the exact gold price. The prediction 
result obtained from both the kfCV-NN and baseline NN 
have been compared and presented in Figure 9. 

 
 
Fig 10. Gold Price Prediction Accuracy Comparison 
 
As it can be notice from figure 10 which shows the 
prediction test result. The gold prices predicted by kfCV-
NN scheme seem to be close to the exact gold price values 
over the period of time under observation. The baseline NN 
lags behind the kfCV-NN and exact values from point A up 
to point B. Immediately after point B, all three values seem 
to be close to one another – this clearly shows uniformity in 
gold price. Based on the results achieved, it is obvious that 
kfCV-NN approach outperform the baseline NN in terms of 
prediction accuracy. The k-fold cross validation has been 
used to improve the performance of the baseline NN, and 
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consequently it ensures more stability and better 
proficiency while predicting the gold prices. In summary, 
the proposed kfCV-NN scheme has successfully been able 
to improve the prediction accuracy by 4% when compared 
to the baseline NN. 
 

5. Conclusions 

In this paper, an intelligent gold price prediction scheme has 
been proposed to effectively determine the gold price and 
its trend. The developed approach primarily uses the gold 
price time series data, cross validation and machine learning 
approach to analyzed and predict the gold price market 
volatility and fluctuation at any particular given time. The 
neural network has been primarily included to learn the gold 
price trend and predict the future prices based on the 
knowledge acquired from the gold price time series data. 
Subsequently, the cross validation has significantly 
improved the prediction accuracy and precision of the 
proposed scheme.  More importantly, the combination of 
the proposed method and neural network has resulted in 
better performance which reduced the overall error and 
increases the prediction accuracy. This improves the 
capability of the proposed scheme in predicting the gold 
price effectively with high precision based on the features 
detected and patterns learnt observed in the dataset. Our 
future work will primarily focus on the development of 
hybrid approach to reduce the error further which 
eventually leads to high prediction capability and 
convergence. Consequently, this will enhance the overall 
system performance and allows the proposed scheme to be 
used for highly dimensional and complex financial dataset. 
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