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Summary 
In current time, anomaly detection is the primary concern of the 
administrative authorities. Suspicious activity identification is 
shifting from a human operator to a machine-assisted monitoring 
in order to assist the human operator and react to an unexpected 
incident quickly. These automatic surveillance systems face many 
challenges due to the intrinsic complex characteristics of video 
sequences and foreground human motion patterns. In this paper, 
we propose a novel approach to detect anomalous human activity 
using a hybrid approach of statistical model and Genetic 
Programming. The feature-set of local motion patterns is 
generated by a statistical model from the video data in an 
unsupervised way. This features set is inserted to an enhanced 
Genetic Programming based classifier to classify normal and 
abnormal patterns. The experiments are performed using publicly 
available benchmark datasets under different real-life scenarios. 
Results show that the proposed methodology is capable to detect 
and locate the anomalous activity in the real time. The accuracy of 
the proposed scheme exceeds those of the existing state of the art 
in term of anomalous activity detection. 
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1. Introduction 

Consider a smart scenario in which a robot is vigilant 
in identifying all irregular human behavior, preventing 
crowd turbulence and violence until they worsen or 
intensify, serving as a monitoring agent in public and 
private spaces, preventing robberies/theft by notifying 
concerned officials. Though we may not living in such era, 
prodigies are working hard to developed such intelligent 
machines which lead us towards that stage where such 
sophisticated robots work rapidity without human 
interference.  

The increase in threats to security and safety is one of 
the most demanding problems in the world and needs better 
security plans and executions using sophisticated 
techniques to avoid un-pleasant incidents [1]. Surveillance 
systems are one such tool that is commonly used to observe 
several locations on a computer and alert the appropriate 
authorities if any suspicious or anomalous behavior is 
detected [2]. Wide screens with a variety of video sequences 
corresponding to the number of cameras deployed are 

needed for such monitoring. Owing to human operator 
limits, it is not possible to constantly track any of the videos 
on the computer at all times. As a result, several actionable 
events go undetected, and the video archive is only used for 
evidence purpose. 

For suspicious activity detection in modern security 
systems, there is a change from a human operator model to 
a machine-assisted intelligent surveillance model in order 
to assist human operators and react to an unexpected 
incident in real time. This is performed by automatically 
detecting the anomalies in the videos from different 
cameras. It is the challenging task for the machine due to 
the vast amount of data to be analyzed from various cameras 
and the random movements in each frame. The visual 
contents analysis includes scene understanding and 
distinguishing the normal and abnormal activities in the 
scene [3]. There are numerous vital limitations in detection 
of anomaly using video surveillance platforms. One of the 
limitations is that, there is no basic accepted definition of 
anomaly because it varies from scene to scene [4]. For 
example, running the shopping mall would be considering 
abnormal behavior while running on the zebra crossing 
would be normal. Such limitation made computer based 
approaches difficult to identify anomalies in the video 
frames.  To automatically detect anomalies, there is a need 
for an efficient and fast algorithm to imply in real time 
videos. 

Since crowd activities and its understanding are 
difficult to model, automatic surveillance in busy spaces is 
a challenging task. For this, the existing literatures 
classified in to two approaches are, namely, (i) the object-
based approach and (ii) the holistic approach. In the object-
based approach, the crowd is treated as a set of individual 
entities or objects. Each entity is tracked for its motion and 
its subsequent analysis. However, identifying objects, 
observing trajectories, and understanding actions in 
crowded scenes are difficult for these object-based schemes 
[5]. The holistic approach, on the other hand, treats the 
crowd as a single entity and monitors its movement and 
action/behavioral patterns. These approaches use common 
features like spatial–temporal gradients or optical flow data 
to locate regions of dramatic motion. Anomaly 
identification is carried out using pre-trained classifiers by 
modeling normal/abnormal crowd motion patterns.  
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The work is based on holistic approach. In this paper, 
we propose a scheme to efficiently analyze the video, 
extract different activities, interactions and classify normal 
and abnormal behaviors. It is performed with the help of 
statistical modeling of the video and advanced machine 
learning approach. In this paper, genetic programming (GP) 
based classifier has been proposed to classify different 
behaviors efficiently. To our best knowledge, it is for the 
first time to use genetic programming in crowd analysis for 
classifying normal and abnormal behaviors. 
The rest of the paper is organized as follows: section 2 
includes the existing literature. Section 3 presents the 
proposed methodology with the GP based modeling. 
Section 4 consists of experimental results and discussion 
and conclusion is given in the section 5. 

2. Literature Review 

In terms of current learning models, anomaly detecting 
is treated as a binary classification problem, with activities 
categorized as normal or abnormal. The area of anomaly 
detection in videos has a considerable amount of literature, 
and scientists have conducted important survey papers on 
the topic [1-4]. Researchers have proposed different 
methodologies according to different events. Aguilar et al. 
[5], proposed inter-frame-pixel motion approach to detect 
the anomalous crowd behavior. In [6], crowd’s energy 
measurement based approach is used to predict the 
anomalous behavior. Image’s pixels are considered as 
particles. Then, the energy of these particles is measured by 
optical flow method. Ravanbakhsh et al. [7], introduced 
Artificial neural network architecture to efficiently extract 
key features change across time. The temporal change in the 
CNN features is considered the clue for anomaly in the 
crowd.  

    The high density of crowd in the scene makes 
system miss the key individual under consideration. A dual 
artificial neural network architecture is presented in [8] for 
anomaly detection in the dense crowd. The dual LSTM 
network is trained using key features obtained by density-
heat-map and optical flow algorithms. Chaudary et al.[9] 
proposed a framework which can identify various 
anomalous crowd behavior in real time visual contents. In 
[9], GMM (Gaussian Mixture Model) is used for object 
detection and rule based approach is used for anomaly 
detection. Sultani et al. [10] proposed a neural network for 
abnormal activity identification by using normal and 
abnormal video as bags which is fed to the neural network 
for training. The highest ranking lost function defines the 
highest scores for the anomalous instance.  

   In [11], a hybrid approach of multiclass SVM and 
3DCNN is proposed where the spatio-temporal features are 
extracted using neural network and anomalous scenes are 
classified using multiclass SVM classifier. Most of the 

classification tasks are accomplished using transfer learning. 
In transfer learning, pre-trained neural network is used to 
avoid extensive machine training and huge input data. In 
[12,13] , pre-trained fully connected CNN algorithms are 
proposed for global anomaly identification in a scene.  

Navneet et al. [14] proposed a methodology based on 
correlation analysis of the optical flow for accurate and fast 
detection of anomalous behavior of a crowd. Further, 
several factors such as frame gap (the gap of frames for 
processing during event detection) and illumination 
condition were also studied by [14]. The correlation 
coefficient of the optical flow of consecutive frames 
provides a pattern of abnormal and normal activity. Afiq et 
al. [15] conduct a comprehensive study of analyzing the 
crowd features such as density, motion and trajectory to 
detect any abnormality in the crowd. They also aimed to 
provide details of several detection algorithms including 
Spatio-Temporal Technique (STT), Hidden Markov Model 
(HMM),Optical Flow (OF) method and Gaussian Mixture 
Model (GMM). 

In Most of the studies, the abnormal event detection 
problem is based on outlier detection strategy where a 
model is trained using familiar events. Radu et al. [16] 
proposed a method of abnormal event detection as a multi-
class classification task. A one-versus-rest abnormal event 
classifier is applied to distinguish each normality cluster 
from the rest. Jun et al. [17] proposed a new method for 
abnormal behavior detection using deep learning. Two State 
De-noising Auto Encoders (SDAEs) is utilized to 
automatically learn appearance feature and motion feature 
respectively, which are constrained in the space–time 
volume along dense trajectories that carry rich motion 
information to reduce the computational complexity. A 
Hybrid frame work (OF-ConvAE-LSTM) is proposed in 
[18] to detect anomalous crowd behavior.  

      The (OF-ConvAE-LSTM) algorithm detects 
anomalies using Convolutional Autoencoder and 
Convolutional Long Short-Term Memory in an 
unsupervised manner. In order to extract velocity and 
direction information features of foreground objects to train 
the model, a dense optical flow model is applied. In [19], an 
ANN model is proposed for detection of abnormal crowd 
behavior by amplifying the variances between projecting 
and real frames in moving object regions in videos. The 
study of Karishma et al. [20] includes analyzing and 
summarization of deep learning techniques for video based 
anomaly detection. They presented the comparison of ANN 
algorithms in anomaly detection process using video from 
both the view-point of accuracy-oriented approaches and 
real-time processing oriented approaches. Their findings 
demonstrated that the use of deep learning for anomaly 
detection has achieved remarkable results on both the 
accuracy oriented and real time processing oriented 
objectives of anomaly detection. In [21], a Neural Network 
model is used to detect anomalous crowd behavior.  The 
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CNN is trained using hand crafted features of Motion 
information images which are calculated using optical flow 
method. Sing et al. [22] proposed transfer learning scheme 
where numbers of pre-trained neural network models are 
fine tuned to generate best features vectors which are next 
fed to binary classifiers to classify normal and abnormal 
crowd behavior. In [23], a pre-trained VGG16 ANN is used 
along with the LSTM model to predict the abnormal activity 
features. The scheme requires huge computational power to 
learn required anomalous behavior features. This high 
processing limitation makes the system unable to be applied 
on real time video surveillance. To address the challenges 
of detecting abnormal activity in real time, spatiotemporal 
auto encoder techniques have been proposed in [24, 25].  

The meaning of abnormal behavior cannot be limited 
to viciousness or other rare events. There are some services 
like daycares and crèches which have their own set of 
abnormal activities. To address the child abuse issue of 
daycares and crèches and to detect the abnormal activities 
in these services, a systematic study is proposed in [26]. A 
lot of literature has been done on abnormal activity 
detection and promising results have been produced in these 
studies. But the existing works are limited to specific 
abnormal event detection because the proposed schemes in 
the studies are utilized specific event data. Abnormal 
activity detection is a challenging task because there are 
various natures of abnormalities. A large dataset of various 
abnormal events and abnormal events evaluation criteria are 
introduced in [27]. 

In the proposed framework, which is an enhancement 
of the work presented in [31], the motion of the object is 
determined using gradient based approach in spatio-
temporal volumes (cuboids). The mean and variance of the 
objects motion are measured in the adjacent cuboids. In 
addition, we employ the idea of motion aware feature by 
utilizing temporal augmented network using a cascade of 
optical flow maps as presented in [32]. This features map is 
given as input to the GP based enhanced classifier with 
sigmoid activation to classify normal and abnormal 
behavior of the crowd in the scene. The proposed technique 
is efficient and outperforms contemporary works in 
literature in terms of classification accuracy and temporal 
cost. 

3. Proposed Automated Crowd Behavior 
Detection Scheme 

2.1 Abnormal Behavior: Some Challenges 

Predicting abnormal behavior in crowded motion scenes is 
difficult due to the vast number of objects, lighting 
conditions, weather effects, erratic motion, occlusion, and 
scene limits including borders. The main aim of this work 
is to use accurate modeling and classification to classify 

various events in the scene. The concept of cuboids is used 
to discriminate numerous activities across the time varying 
video sequence as shown in figure 1. A video sequence is 
divided into small sequence of video clips. Each video clip 
is then further subdivided spatially to create spatio-temporal 
volumes containing various events. A gradient based 
approach [28], is then utilized to model the motion of each 
object. 
 

GP Based Training

Preprocessing

Start

KL Divergence Computation

Feature Representation

 Fitness Computation

Statistical 
Features

Termination Criterion 
Reached

NO

YES

END
 

Fig. 1. General architecture of the GP based training phase 

2.2 Statistical Modeling and Feature Representation 

The irregular and non-uniform motion patterns are 
represented by gradient based method. Since in the proposed 
work cuboids concept is used, therefore, the gradient will 
operate in three dimensional (3D) space, horizontal, vertical 
and time represented by . For a particular pixel  in 
a cuboid  the 3D gradient is represented as: 

 (1) 

Where , and  represent the horizontal, vertical and 
time dimensions of the cuboid. The gradient of each pixel 
within a cuboid defines the sequence of moving objects in a 
spatio-temporal volume. As we statistically model this 
gradient distribution, it conforms to a 3D Gaussian 
distribution , represented by mean  and 

covariance  
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    (2)

And a covariance matrix is given by, 

 (3)

The notation  is used to represent the spatial and 

temporal motion characterized by and  for a 

spatial location and time . 

We use Kullback-Lieibler (KL) divergence [29] to 
calculate the motion difference from one cuboid to its 
neighboring cuboid and the resemblance between the 
adjacent cuboids based on the statistical representation of a 
cuboid.  

We can find identical cuboids inside a scene using the 
KL divergence technique. The larger the resemblance 
between cuboids, the less divergence there is. As a result, we 
can conclude that their motion patterns are strikingly 
identical. The cuboids are then clustered together to create a 
cluster that represents a single activity class. Clustering 
algorithms in a traditional scenario imply that the number of 
clusters be known ahead of time. On the other hand, 
prototypical movements in motion sequences are impossible 
to predict and are heavily dependent on crowd density, 
object motion and direction, video clip scale, and other 
factors. As a result, to merge adjacent cuboids, an online 
clustering technique is used. 

 The next step is to calculate the symmetric KL 
divergence between a cuboid and each prototype . If the 

divergence between the cuboid and prototypes exceeds a 
predetermined threshold for entirely prototypes

, then the new cuboid  is regarded as 

a unique prototype. The prototype  with the smallest 

divergence or a KL divergence less than the threshold is 
modified according to the following rule:  

 (4)

In above equation,  represents the total number of 

cuboids in prototype . The weighted sum of actual data in 

the cuboids is reflected in equation 4 since the cuboids and 
prototypes are multivariate Gaussian distributions. As a 
result, the expectation centroid definition, as provided in 
[30], is used, where mean and variance defined as:  

 (5)

and, 

 (6)

Furthermore, the KL divergence of each cuboid is used 
to determine how similar different cuboids are. To account 
for the results of neighboring motions, we take the mean and 
variance of KL divergences for the N neighbor cuboids. 
Such pattern characterizes the steady-state motion.  Kratz 
and Nishino [28] used coupled HMMs to capture 
neighboring movements based on the cuboid. We use basic 
mean and variance calculated in the temporal and spatial 
directions to deal with the complexity of this method. The 
mean of a  filter is calculated as follows:  

 
(7)

 

And variance of each filter is, 

(8) 

where, is the KL divergence.  

In the following subsection, we explain the GP based 
classifier and the use of enhanced feature-set and learning 
mechanism with activation. 

2.3 Enhanced GP Classifier with Activation Function 

In order to learn the intrinsic scene peculiarities and the 
dependencies between various actors and objects in the 
scene, we employ GP with an activation function. The 
implementation details of the GP are similar to those 
presented in [31] with the addition of an activation function 
during GP evolution and the idea of incorporating a motion 
aware feature in the statistical features as presented in [32].  

The advantage of adding an activation function is to 
speed up the learning and produce a number of possible 
optimal solutions towards the class boundaries. Once a 
mathematical expression trained in this manner, the results 
are more generalized and yields better performance for real 
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world applications. In addition to this, the use of a temporal 
augmented network to learn a compact motion-aware feature, 
fully exploits a number of temporal constraints that 
contributes significantly towards the detection of anomalies 
across the time axis. 

For the training in GP, we need to define appropriate GP 
terminal set and the function set. The function set for the 
proposed technique includes SIN, COS, LOG, +, -, *, 
protected division, MAX and MIN functions. The terminal 
set forms the leaf nodes of the GP tree data structures and 
can be further divided into constant terminals and the 
variable terminals. We use random constants in the range of 
[-1, 0] to make up the constant terminals. The variable 
terminal set comprises the features generated in the previous 
subsections. Their selection is one of the core components in 
the evolution of the optimal solutions. We use the mean in 

( , )x y  direction ( ,x y ),  the mean in t direction ( t ), 

variance in ( , )x y direction ( 2

,x y ), the variance in t 

direction ( 2

t ), and the motion aware feature matrix  . 

Thus, the fitness score,  , is calculated as: 

2 2
, , ))( ( , , , ,x y t x y tEval F       (9)

 Next, we apply the activation function in order to 
activate the result towards a binary decision. We have used 
the sigmoid activation function given by the following 
relation: 

1
( )

1
S

e  


 (10)

x
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Fig. 2. Example of a spatio-temporal cuboid in a video scene from 
UCSDped2 dataset. 

 

I(a) I(b) 

II(a) II(b) 

  
III(a) III(b) 

  
IV(a) IV(b) 

Fig. 3. Example video screen shots from [3] (I-ped2, II-ped 1) and [4] 
(III- Detection of Unusual Crowd Activity Outdoor, IV Detection of 

Unusual Crowd Activity-Indoor) for (a) normal activity scenes, and (b) 
abnormal activity scenes. 

 We assume that the values of  greater than or equal to 
0.5 belong to the normal activity and is labelled as 1, and that 
less than 0.5 belong to the abnormal class and is labelled as 
0. The same is the rule applied in the actual class labels that 
are used for the training. The use of the activation function 
in this manner helps in finding the dependencies which gives 
near optimal solutions on the class boundaries and provide a 
better response in the real-life applications when the evolved 
mathematical expression from GP training could be used as 
a generalized classifier. 
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The final fitness value is then computed by the 
summation of the XNOR (Exclusive NOR) operation 
between the actual class binary labels and the generated 
class binary labels. It is to be noted that the XNOR 
operation will generate a value of 0 for the false positive 
and the false negative cases, and a value of 1 for the true 
positive and the true negative cases. Hence, the fitness value 
will be higher for the candidates performing well towards 
the accuracy of the classifier generation buy generation. 

4. Experimental Results and Discussion 

In this section, we first describe the experimental settings 
which is followed by the results achieved. For the 
implementation of the proposed technique, we used AMD 
Ryzen 7, 4700U series processor of 2.0 GHz with Radeon 
Graphics and a system RAM of 8 GB. For the 
implementation, we used MATLAB programming 
environment with GBLAB [42] toolbox. In the training and 
the testing phases, we have used UCSD [33] and University 
of Minnesota [34] anomaly detection datasets. Some sample 
images from these datasets are shown in figure 3. The reason 
for choosing these datasets is that they have been extensively 
used by the research community and are considered some of 
the best available datasets for anomaly detection.  

 

Actual Classes

Predicted 
Classes

TP

FNTN

FP
Abnormal 
Activity

Abnormal 
Activity

Normal Activity

Normal Activity

 

Fig. 4. Confusion Matrix 

 

For each of the candidate genome, a fitness score is 
calculated. We use the confusion matrix (figure 4), as is 
normally used in classification tasks, to detect the true 
positive rate (TPR) and the false positive rate (FPR).  

Figure 5 shows the performance comparison of the 
proposed technique with some recent state of the art anomaly 
detection techniques using the UCSD dataset using the Area 
under the Curve (AUC) metric. The AUC refers to the area 
under the receiver operating characteristic (ROC) curve with 
the maximum possible value of 100%. It can be seen from 
the figure that the proposed technique outperforms most of 
the previous techniques. It is very near to the results 
achieved by Ye et al. [39] and Usman [31]. For the rest, it 
beats with a larger margin. 

 

   

 

 

Fig. 5. Performance comparison of different techniques on UCSD 
dataset [33] 

 Figure 6 shows the performance comparison of the 
proposed technique with some recent state of the art anomaly 
detection techniques using the University of Minnesota 
dataset in terms of the ROC curve. Again, it can be seen that 
the proposed techniques perform better than most of the 
techniques including the social force model proposed by 
Mehran et al. [41] and spatio-temporal motion pattern model 
by Kratz and Nishino [28]. The performance is very near to 
the technique proposed by Usman [31] due to the fact that 
both techniques are similar in nature and are based on GP. 
The proposed technique performs a little better due to the 
utilization of and activation function in the training and the 
testing, and incorporating a new feature pertaining to 
motion-awareness. This helps the GP simulation to exploit 
the other hidden dependencies pertinent to the problem 
which were otherwise not explored. 

 

 

Fig. 6. Performance comparison of the proposed technique on University 
of Minnesota dataset in terms of ROC curve 
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Table 1: Performance comparison in Terms of Processing TIme with 
different techniques on University of minnesota dataset [34] 

Method Processing time 
Proposed Method 0.16 s/frame 

Usman [31] 0.15 s/frame 
Nayan et al. [14] 0.18 s/frame 
Wang et al. [40] 0.258 s/frame 

Social Force Model [41] > 1 s/frame 

 Table 1 presents the comparison in terms of the 
processing time. It is to be noted that the training time of the 
proposed technique is much higher due to the extensive GP 
based simulation and the evolution of the best mathematical 
expression. Once the best expression is evolved, it is 
generalized in nature and acts as a classifier which can then 
be directly used for real world applications. From the table, 
it can be seen that the proposed technique is a little slower 
compared to [31] due to the addition of the activation 
function step and an extra feature. We have also 
experimented with some of the activation functions during 
our simulation. The results of these functions are shown in 
table 2. We found that the Sigmoid function provided the 
best results. Nevertheless, the results obtained using the step 
function and the Tanh functions were also better than 
without using them. 

Table 2: Performance comparison using different activations 
Activation Avg. AUC 

Step Function 96.82% 
Sigmoid 96.93% 

Tanh 96.79% 

 

Conclusion 

 In this paper, we introduce an automatic crowd video 
sequence anomaly detection system. For crowd motion, the 
proposed methodology uses a gradient-based approach with 
activation function and a motion aware feature. GP-based 
training simulation is used to evolve the best classifier in a 
stepwise enhancement process. Once evolved, the best 
mathematical expression is a classifier that performs better 
in exploiting the hidden dependencies in the decision space 
and is generic in nature. Experimental results validate the 
usefulness of the proposed technique and its superiority over 
the existing state of the art methods in terms of classification 
accuracy. 
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