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Abstract 
Recently, pre-trained convolutional neural network CNNs have 
been widely used and applied for medical image classification. 
These models can utilised in three different ways, for feature 
extraction, to use the architecture of the pre-trained model and to 
train some layers while freezing others. In this study, the ResNet-
18 pre-trained CNNs model is used for feature extraction, 
followed by the support vector machine for multiple classes to 
classify medical images from multi-classes, which is used as the 
main classifier. Our proposed classification method was 
implemented on Kvasir and PH2 medical image datasets. The 
overall accuracy was 93.38% and 91.67% for Kvasir and PH2 
datasets, respectively. The classification results and performance 
of our proposed method outperformed some of the related similar 
methods in this area of study. 
Key words: 
Pre-trained convolution neural networks, medical image 
classification, support vector machine  

1. Introduction 

Pre-trained convolution neural networks (CNNs) 
models have become popular for use in classification 
processes in general and in medical images in particular, 
due to their accuracy and good performance in 
classification and prediction tasks. These pre-trained 
CNNs have been trained with thousands and even millions 
of types of images from different categories and can be 
used for other classification processes in various problem 
domains [1, 2]. The main feature found in these pre-trained 
CNNs models which was not found in other neural 
networks is the initial values of the weights that were 
reached after repeated training processes. This feature 
enables these models to take advantage of their great 
capabilities and high accuracy and make them suitable for 
use in different classification processes, after the necessary 
adjustments to the input images and careful configuration 
of their parameters [3]. If some pre-trained CNNs can 
provide an equivalent or better classification performance 
than other sophisticated CNNs, then the detection and 
prediction of many diseases or cancers in the early stages 
can be more rapid and cost-effective [4]. There are three 
ways to utilise the pre-trained CNNs models and transfer 
learning concepts, feature extraction, use the pre-trained 
model architecture and train some layers of the model 
while freezing others. This study benefits from the first 

way and extracts the vector features from each input image. 
It then proposes the use of a support vector machine for 
classification purposes.  The contributions of this study can 
be summarised as follows: 
 
(a) To utilise the ResNet-18 pre-trained CNNs model for 
feature extraction from medical images. 
(b) To apply a multi-class support vector machine for 
medical image classification for gastrointestinal and skin 
lesion cancer detection. 
(c) To enhance the accuracy of classification and compare 
the proposed method with some other state-of-the-art 
methods. 

2. Related Works 

Transfer learning and pre-trained CNNs models have 
been widely used in various areas of applications for 
various classification problems. Four types of pre-trained 
CNNs models were tried and used by [5]    for paddy leaf 
disease detection.  They found that ResNet-V2 achieved 

better results than VGG-19, ResNet-101 and XceptionNet. 
The authors of study [6] conclude that ResNet-101 and 
XceptionNet CNNs give better results in chicken disease 
detection.  Recently, the implementation and usage of 
ResNet-18 pre-trained CNNs models was found to be 
successful in similar studies, as in [7-9]. In their studies, 
the concept of transfer learning was applied to classify 
various types of diseases, such as Alzheimer’s disease 
detection, on MRI Images and Covid-19 computed 
tomography (CT) images. Utilising of ResNet-18 pre-
trained CNNs model for feature extraction, as in these 
studies, was widely used, as in [10, 11]. Samples of studies 
that have good performance results for the ResNet-18 pre-
trained CNNs model, and support for the vector machine 
SVM, can be found in [12-14]. A successful combination 
of support vector machine SVM for multiple classes’ and 
the ResNet-18 pre-trained CNNs model was achieved by 
[15, 16]. The authors in study [17] successfully 
implemented SVM for multi-classes classification and 
separation between normal and abnormal tumors. 
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Fig. 1 (a) ResNet18 pre-trained CNN   (b) Customized proposed classification model 

 
Successful using of SVM in mammogram medical images 
found in [18-21] .  Comparisons of many models for the 
support vector machine SVM are to be found in [22]. In 
their research, they compared and evaluated different 
models of SVM for use in proper applications. They 
highlighted the usage of SVM for large datasets, 
unbalanced and multi-classes. This study proposes a 
medical image classification model which combines 
ResNet-18 pre-trained CNNs at the features extraction 
stage and multiple classes support vector machineSVM   as 
the main classifier. The proposed model will be used to 
classify medical images from two types of diseases, 
gastrointestinal and skin lesion. 

3. Proposed Methodology  

ResNet-18, a convolutional neural network that is 18 
layers deep, was developed by [23]. Like other types of 
pre-trained convolution neural network, it was trained on 
more than a million images from the ImageNet database 
[24]. This pre-trained neural network can be used for both 
classifications based on the transfer learning concept or for 
feature extraction, as in this study.  In this study, the 
ResNet-18 pre-trained neural networks are used for feature 
extraction. Then, the features extracted from the training 
images are used as predictor variables and fit a multiclass 
support vector machine. Finally, during the classification 
or test stage, the trained model of the multiclass support 
vector machine is used to classify the test images based on 
features extracted from the test images subset. The 

framework of our proposed method is shown in Fig.1. The 
original architecture of ResNet-18, as shown in Fig.1(a) 
above, has been used as a features extraction method after 
some tuning adjustment processes. The first layer, which 
represents the image input layer in the ResNet-18 
architecture, requires input images of size 224-by-224-by-
3, where 3 are the RGB colour channels. The layer name, 
output size and learnable of ResNet-18 are shown in Table 
1. Here, all the input images are resized to match the 
network architecture input size, as shown in Fig.1 (b). 
Only the pools of 512 features are required to fit and train 
the multiclass support vector machine. Lastly, the output 
of our classifier depends on the number of classes in each 
of our datasets used here, which are three or eight, as we 
will explain in dataset description section. The following 
algorithm gives more detail for the two main steps of our 
proposed methodology. The total number of extracted 
features from each image is 512, while the number of 
training and testing rows for each dataset depends on 
splitting the percentages of data, which are 80% for 
training and 20% for testing. The final output of the 
algorithm is the predicted class image, which is either one 
out of eight in the Kvasir dataset or one out of three in the 
PH2 dataset. The main advantages of this type of pre-
trained CNN and similar other types is their ability to 
extract highly accurate numeric features which then use 
for many purposes such as object recognition, content 
based image retrieval and image classification such as in 

all extracted features represent the image  ere, . Hthis study
images descriptors for both query and databases .  
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Proposed Algorithm: Medical Image Classification 

Input: Training set and testing set of images 
Output: Prediction class for testing images  
 
1: Start 
2: Load the ResNet-18 pre-trained neural networks 
3: Resize input images to match the input layer 
of ResNet-18 
4: Adjust the output layer of ResNet-18 to match 
number of the dataset classes 
5: Use generated features for training set to 
train the SVM 
6: Use generated features for testing set to 
predict the image class  
7: Calculate values of the classification 
measures  
8: End   // Start 

Table 1: Basic properties of ResNet-18 pre-trained convolutional 
CNN 

 

Layer 
Name 

Output Size Learnables 

conv1 112 × 112 × 64 7 × 7, 64, stride 2 

conv2 56 × 56 × 64 
3 × 3 max pool, stride 2 
3 3, 64
3 3, 64  × 2 

conv3 28 × 28 × 128 
 

3 3,128
3 3, 128  × 2 

conv4 14 × 14 × 256 
 
3 3, 256
3 3, 256  × 2 

conv5 7 × 7 × 512 
 
3 3, 512
3 3, 512  × 2 

average 
pool 1 × 1 × 512 7 × 7  average pool 

 
 

 

Fig. 2 Image sample from Kvasir medical images 

 

Fig. 3 Image sample from PH2 medical images 

4. Experimental Design   

The classification method proposed here consists of 
two main stages, features extraction based on ResNet18 
and the main classifier method using a support vector 
machine for multiple classes. The classification method is 
implemented on two medical image datasets, Kvasir 
medical images [25] and the PH2 dataset [26]. ResNet-18 
is a pre-trained convolutional neural network model which 
is used as the base method for features extraction, as we 
explained in the above section, while the SVM is used as 
multiclass classification. 

4.1 Medical Images Datasets  

Two of most common medical datasets are used in this 
study. The first dataset used here is Kvasir medical images, 
which consists of 4,000 coloured endoscopic images 
annotated by medical experts. These images are arranged 
into eight groups, with 500 images in each class. The 
second dataset is a dermoscopic image database for 
research and benchmarking and has a total of 200 images 
(here only 120 images are taken and grouped into three 
classes). These two datasets have been used in many 
recent studies [27, 28]. They have been used for content-
based medical image retrieval, as in [29, 30], and also in 
other studies for medical image classification and 
clustering purposes [31]. Samples of images for each class 
of the two datasets are shown in Fig2 and Fig3 
respectively. 

4.2 Evaluation Measures   

For performance evaluation of the classification 
method proposed here, five evaluation measures are used: 
accuracy, sensitivity, specificity, precision and F1 score. 
The following equations describe each of these measures. 
For each of the following equations (TP is a true positive, 
TN is a true negative, FP is a false positive and FN is a 
false negative) and represents the pillar for each matric, as 
shown below : 
 

SEN=TP/(TP+FN)  ×100                              (1)             

SPE=TN/(TN+FP)  ×100                             (2) 

ACC=(TP+TN)/(TP+TN+FP+FN)  ×100    (3) 

PRE=  TP/(TP+FP)  ×100                             (4) 

F1=2TP/(2TP+FP+FN)                                 (5) 
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Table 2: Confusion matrix for Kvasir dataset 

  C1 C2 C3 C4 C5 C6 C7 C8 
C1 188 10 0 0 0 0 1 1 
C2 10 189 0 0 0 0 1 0 
C3 0 0 186 0 1 13 0 0 
C4 0 0 0 189 0 0 6 5 
C5 0 0 2 0 195 3 0 0 
C6 0 0 10 0 0 182 5 3 
C7 0 1 1 6 0 0 183 9 
C8 2 0 1 5 4 2 4 182 

Table 3. Confusion matrix for PH2  dataset 

 C1 C2 C3 
C1 15 1 0 
C2 1 14 1 
C3 0 1 15 

Table 4. Performance measures of Kvasir dataset 

 ACC 
(%) 

SEN 
(%) 

SPE 
(%) 

PRE 
(%) 

F1-
Score 
(0 – 1) 

Mehtod1 [32] 90.86 71.6 97.0 88.6 0.79 
Mehtod1 [33] 88.94 71.4 94.4 80.0 0.76 
Mehtod1 [34] 91.0 71.0 N/A 88.1 0.74 

Ours 93.38 94.95 97.4 94.93 0.94 

Table 5. Performance measures of PH2 dataset 

 ACC 
(%) 

SEN 
(%) 

SPE 
(%) 

PRE 
(%) 

F1-
Score 
(0 – 1) 

Mehtod1 [35] 90.2 90.5 99.2 92.1 0.89 
Mehtod1 [36] 80.5 71.0 89,0 N/A N/A 
Mehtod1 [37] 87.2 54.7 95.0 75.1 0.87 

Ours 91.67 93.75 90.63 93.75 0.94 

4.3 Training and Testing Phases    

Each collection of medical images is divided randomly 
into 60% for training and 40% for testing purposes. All 
images are resized to 224-by-224-by-3 to match the first 
layer of ResNet-18. The total of 512 features  are  extracted  
from each image represent image attributes input ResNet-
18. For our two experiments, the batch size was set to 10, 
the number of epochs was 20 and the learning rate was set 
to 10e-4 for both datasets. The total numbers of iterations 
were 160 and 5,600 for the Kvasir and the PH2 dataset, 
respectively. 

5. Results and Discussion   

The main pillar of any classification measure is 
derived from the confusion matrix components. Tables 2 
and 3 illustrate the confusion matrix for testing a portion 
of each dataset. The percentage of our dataset splitting is 
set to 60% for training and 40% for testing. The totals of 
test images are 200 for the Kvasir dataset and 16 for the 
PH2 dataset. As shown in Tables 2 and 3, of confusion 

matrices the diagonal element values represent the 
summation of true predicted classes. As seen, our 
proposed method performed better for both datasets. 
Overall accuracy is the most important metric, since it 
combines all four components of the confusion matrix. 
The overall accuracy as well as other performance 
evaluation metrics for the two datasets are shown in Tables 
4 and 4. Observation from these metrics reflect the good 
performance of all these five measures, which were higher 
values. The results of this proposed method are compared 
with some state-of-the-art studies, as shown in the same 
tables. The proposed method outperformed some of these 
similar studies.  

The performance measure values of our proposed 
method for two datasets as shown in Table 4 and Table 5 
for the two datasets show that the proposed classification 
method performed better compared with three state-of-the-
art methods for both datasets. For the Kvasir dataset, our 
classification method has best accuracy compared with the 
three methods and also most of the measures. Also, for the 
PH2 skin dataset our proposed classification method has 
acceptable performance measures compared with the three 
similar studies, as shown in Table 5. 

6. Conclusion    

This study successfully implemented ResNet18 pre-
trained CNNs for the classification of two types of medical 
image to classify gastrointestinal and skin lesion images 
abnormality. Our proposed method performed best 
compared to some of the state-of-the-art studies, as shown 
in our findings and results. Pre-trained CNNs have 
accurate classification results because of their training 
process on a wide range and various types and the huge 
number of images. Their main disadvantages can be 
summarised as the memory needed and quite running time 
required.  Pre-trained CNNs could be used for and applied 
to classification in three different ways, firstly for feature 
extraction, secondly to use the architecture of the pre-
trained model and thirdly to train some layers while 
freezing others. In this study, we used the first scenario, so 
further studies could utilise the other two methods. For 
further studies researchers could try using more than one 
pre-trained convolution neural network models then a 
suitable method of merging such as mapping similar 
features from each model could proposed. 
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