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Summary 
In the current context of digitalization of education, the use of 
modern methods and techniques of data analysis and processing 
in order to improve students' school results has a very important 
role. In our paper, we aimed to perform a comparative study of 
the classification performances of AdaBoost, SVM, Naive Bayes, 
Neural Network and kNN algorithms to classify the results 
obtained at the Baccalaureate by students from a college in 
Suceava, during 2012-2019. To evaluate the results we used the 
metrics: AUC, CA, F1, Precision and Recall. The AdaBoost 
algorithm achieves incredible performance for classifying the 
results into two categories: promoted / rejected. Next in terms of 
performance is Naive Bayes with a score of 0.999 for the AUC 
metric. The Neural Network and kNN algorithms obtain scores 
of 0.998 and 0.996 for AUC, respectively. SVM shows poorer 
performance with the score 0.987 for AUC. With the help of the 
HeatMap and DataTable visualization tools we identified 
possible correlations between classification results and some 
characteristics of data. 
Key words: 
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1. Introduction 

In order to improve students' school performance, it is 
necessary to identify possible correlations between the 
final results obtained at exams and various factors such as 
previous acquisitions in certain subjects. Simply studying 
the results of 20-30 subjects can lead to realistic 
conclusions. However, if we refer to the thousands of 
results recorded over several years, we need special 
techniques and working methods. 

In our study, we aimed to use classification algorithms 
specific to machine learning in order to analyze the 
classification performance of students' results at the 
Baccalaureate exam. At the same time, we will try to 
identify possible correlations between the results obtained 
and the presence in the data set used of certain 
characteristics by using visualization techniques such as 
HeatMap and DataTable. 

The classification algorithms used are: AdaBoost, SVM 
(Support Vector Machine), kNN (k Nearest Neighbors), 
Neural Network and Naive Bayes. As evaluation metrics 
of algorithms' performance we use: AUC (Area Under the 

ROC Curve), CA (Classification Accuracy), F1 (F-score), 
Precision and Recall. 

The dataset used comprises 2245 records organized in an 
Excel file. These represent the results obtained by students 
from a college in Suceava at the Baccalaureate exam, 
between 2012 and 2019. 

We will train several models using subsets obtained from 
the initial data by removing certain characteristics, in a 
data preprocessing stage, in order to identify certain 
possible correlations between results and this 
characteristics of data. 

As a work environment, we will use a special open source 
instrument, created for machine learning and data 
visualization, named Orange. 

We will make comparisons between the classification 
performances of the algorithms using data from 2019, 
from 2018-2019 and from 2012-2019. We will also study 
the results obtained by models using data without some 
characteristics, removed in preprocessing stage. 

The rest of the paper is organized as follow. Section 2 
makes an overview of classification algorithms, Section 3 
describe the working methodology, Section 4 discuss the 
achieved results and finally some conclusions are 
presented. 

2.  Classification algorithms - overview 

Building models that learn from data belongs to the field 
of machine learning. It is based on learning algorithms that 
can be classified into: supervised, unsupervised, semi-
supervised learning and reinforcement learning algorithms 
[1]. 

Supervised learning algorithms use labeled data to solve 
classification and regression problems [2]. 

2.1 kNN (K-Nearest Neighbors) 

kNN is a non-parametric classification method that is 
based on classifying an instance according to the closest k 
examples. To measure how similar two instances are, a 
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series of distances are used such as: Mincowski, Euclidean, 
Manhattan, cosine function, and others [3]. 

Considering two points in the n-dimensional space of the 
characteristics, P1 (x1,…, xn) and P2 (y1,…, yn), these 
distances can be defined as follows [4]: 

The Mincovski distance (see Eq. 1): 

  
 (1) 

 

For p=2 the Euclidean distance is obtained (see Eq. 2): 

 
 

 (2) 
 

The Manhattan distance (see Eq. 3): 

  
 (3) 

 

The cosine function defines the similarity, s, of two 
instances as the ratio between the scalar product of the 
vectors  𝑃ଵሬሬሬ⃗ , 𝑃ଶሬሬሬሬ⃗  and the product of their Euclidean lengths 
[5] (see Eq. 4): 

 
 

 (4) 
 

 

2.2 SVM (Support Vector Machine) 

The classification algorithm is based on the division of the 
data set by means of hyperplanes in order to delimit 
distinct categories of characteristics. To maximize the 
distance between these hyperplanes, the space of the initial 
characteristics is transformed with the help of functions 
called kernels. These can be: linear, polynomial, sigmoid 
and radial. In our study we will use a radial kernel, RBF 
(Radial Basis Function) [6]. 

2.3 AdaBoost (Adaptive Boosting) 

AdaBoost is an iterative quick-adaptive algorithm that 
consists of combining several weak classifiers in order to 
obtain a classifier with improved performance. After each 
iteration, the weak classifiers will be selected to be trained 
in the next step based on the weights assigned to the 
erroneous classifications. The algorithm is continued until 
the maximum number of iterations, set as a parameter, is 
reached, or until the classification is made without errors. 

The algorithm proves to be very efficient in the case of 
classification problems with two distinct values for the 
target variable, for example promoted / rejected [7]. 

2.4 Naive Bayes  

Naive Bayes is a classification algorithm that is based on 
Bayes' theorem that determines the probability of objects 
or events to belonging to a certain class. This method 
achieves very good results for real data, being one of the 
most efficient algorithms for machine learning [8].  

Considering a set of values for the vector of independent 
characteristics (x1, ..., xn) and  ck a value of a class of the k  
possible classes (in our paper, k = 2: promoted / rejected). 
The probability of assigning a class label in relation to the 
recorded data is given by the relation (see Eq. 5): 

  
 (5) 

 

 
Given the naive assumption of the independence of 
attribute values, we can write the relationship (see Eq. 6): 

 
 

 (6) 
 

Given relation (6), the relation (5) can be rewritten as 
follows (see Eq. 7) [9]: 

   (7) 
 
 

 

2.5 Neural Network  

Neural network-based algorithms are used in various 
classification problems such as: natural language 
processing, image and speech recognition. Like biological 
neural networks, an artificial network is made up of 
entities called neurons. The simplest neural model is the 
perceptron with a single layer of neurons [10]. The input 
layer contains values of the characteristics vector (x1, ..., 
xn). Each of these values will be found in a certain weight, 
wi, in the result obtained by summing and applying an 
activation function (Fig. 1) [11]. 

Deep neural networks are used to solve more difficult 
classification problems. They contain one or more hidden 
layers, completely connected to the previous layers by 
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means of ponders. Networks can be fee-forward or 
multilayer with distributed parallel processing using the 
backpropagation method [13]. 

 

Fig. 1 Artificial neuron [12]. 

3.  Methodology 

The aim of this paper is the comparative analysis of the 
classification performances offered by the kNN, SVM, 
Naive Bayes, Neural Network and AdaBoost algorithms 
and the identification of possible correlations between the 
obtained results and certain data characteristics. 

3.1 Data set  

The data used represent the results obtained at the 
Baccalaureate exam by the students from the “Dimitrie 
Cantemir” Economic College from Suceava, in the period 
2012-2019. 

Table 1: Data structure 
Name Type Role 

Proba 1 numeric feature 

Proba 2 numeric feature 

Proba 3 numeric feature 

Media numeric feature 

Statut categorical Target Variable 

An numeric feature 

Sex categorical feature 

Specializarea categorical feature 

Profil categorical feature 

Competențe 
digitale 

categorical feature 

Competențe 
lingvistice 

categorical feature 

Proba D categorical feature 

Promoția 
curentă 

categorical feature 

 
For each year, the results were obtained by exporting from 
the computer application used in this exam, in the form of 
an Excel file. The data in these files were merged into a 
single Excel file with 2245 valid records. Following the 
exclusion of some characteristics regarding students' 
personal data, exam rooms and other organizational details, 
we used the data structure presented in Table 1. 

The description of the data used is given in the Table 2: 

Table 2: Data description 

Name Description Values 

Proba 1 Romanian 
Language and 

Literature 

numerical values in 
the range [-2,10], -2 

is for an absent 
student 

Proba 2 Math results numerical values in 
the range [-2,10], -2 

is for an absent 
student 

Proba 3 Profile-specific 
results 

numerical values in 
the range [-2,10], -2 

is for an absent 
student 

Media Final results numerical value in 
the range [0.10], 0 
for absent students 

Statut Final results Promovat/ 
Respins 

An the year of the 
exam 

2012-2019 

Sex  Masculin/ 
feminin 

Specializarea specialization of 
the student's 

class 

7 different 
specializations 

Profil student class 
profile 

Real/ 
Servicii 

Competențe 
digitale 

the ability to use 
the computer 

qualifying 

Competențe 
lingvistice 

communication 
skills 

qualifying 

Proba D name of the 
Proba 3 

7 different values 

Promoția 
curentă 

student 
promotion 

Da/Nu 

 

3.2 Working procedure  

In order to achieve the objectives of this paper, we used 
the Orange tool as a working environment, which is free 
and dedicated to machine learning and data visualization. 
The working procedure consists in building an operational 
flow. The classification algorithms receive data from this 
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flow, following the preprocessing and validation of the 
data from the Excel file that constitutes the input in the 
operational flow. Preprocessing consists of selecting valid 
instances, establishing the target variable and the role for 
each data characteristic. The evaluation of the results of 
the classifications performed by the algorithms used is 
done through a cross-validation technique that involves the 
use of evaluation metrics such as: F1, Precision, Recall, 
CA and AUC. Next, the HeatMap and DataTable tools for 
data visualization are connected to the operational flow 
(Fig. 2). 

 

Fig. 2 Description of the operational flow. 

4.  Results 

As can be seen from Fig. 3, the AdaBoost algorithm 
obtains very good results in classifying students in two 
categories: promoted and rejected. It is followed by the 
Naive Bayes algorithm with a score for AUC of 0.999 and 
0.986 for CA. Neural Network gets 0.998 for AUC and 
0.982 for CA. The weakest results are obtained by the 
SVM algorithm with a score of 0.987 for AUC and 0.957 
for CA. 

 

Fig. 3 Results. 

Analyzing the confusion matrices that describes the results 
of the classifications with the algorithms used, we can 
draw the following conclusions: 

 99,7% of the promoted (PROMOVAT) students 
are classified correctly by the kNN algorithm and 
94.7% of the rejected (RESPINS) ones are 
classified as rejected. 5.3% of rejected students 
are classified as promoted, and 0.3% of promoted 
students are erroneously classified as rejected 
(Fig. 4); 

 

Fig. 4 Confusion Matrix for kNN. 

 The Neural Network algorithm correctly 
classifies 98.9% of the promoted and 95.9% of 
the rejected students. Also, this algorithm 
erroneously classifies 4.1% of rejected and 1.1% 
of promoted students (Fig. 5); 

 

Fig. 5 Confusion Matrix for Neural Network. 

 The Naive Bayes algorithm correctly classifies 
98.4% of the promoted and 99.3% of the rejected 
students. This algorithm erroneously ranks 0.7% 
of rejected students and 1.6% of promoted 
students (Fig. 6); 
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Fig. 6 Confusion Matrix for Naïve Bayes. 

 The SVM algorithm correctly classifies a 
percentage of 99.5% of those promoted and only 
84.4% of those rejected. This algorithm also 
classifies 15.6% of rejected students as promoted 
and only 0.5% of promoted students are 
misclassified (Fig. 7). 

 

Fig. 7 Confusion Matrix for SVM. 

Detailed information about each area in the confusion 
matrices can be obtained by connecting the HeatMap and 
DataTable visualization tools to the data flow. 

 

Fig. 8 HeatMap. 

We selected the data subset corresponding to the erroneous 
classifications made with the SVM algorithm and connect 
it to the HeatMap (Fig. 8). 

By making a partial selection and connecting it to the 
DataTable we get details about the highlighted instances 
(Fig. 9). 

 
 

 
 

Fig. 9 Visualization with DataTable 
 

. 
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We identify possible correlations between the 
classification results and the details about the data selected 
for viewing: 

 the average of incorrectly classified students is 
close to; 

 the result of one of Proba 1, Proba 2 and Proba 3 
tests is below; 

 most of students took the Proba D test in Logic 
(Logică, argumentare și comunicare), 
argumentation and communication or Geography 
(Geografie). 

The performance of classification algorithms depends on 
the size of the data set (Table 3). To perform this 
comparative analysis, we ran algorithms for a data set that 
includes records from 2019 (326) and another that contains 
627 instances corresponding to the results from 2018 and 
2019. 

Table 3: Classification results on data sets of different sizes 
Classifi- 
cation 
algorithm 

AUC CA F1 P R 

Years 2018-2019 

kNN 0.995 0.979 0.979 0.979 0.979 

SVM 0.993 0.954 0.953 0.954 0.954 

Neural 
Network 

0.995 0.978 0.978 0.978 0.978 

Naive 
Bayes 

0.997 0.982 0.983 0.983 0.982 

AdaBoost 1.000 1.000 1.000 1.000 1.000 

Year 2019 

kNN 0.999 0.972 0.972 0.973 0.972 

SVM 0.993 0.966 0.966 0.966 0.966 

Neural 
Network 

0.996 0.969 0.969 0.969 0.969 

Naive 
Bayes 

0.982 0.954 0.955 0.958 0.954 

AdaBoost 1.000 1.000 1.000 1.000 1.000 

 

The hierarchy of classification results is also maintained 
for the data set covering the years 2018 and 2019, but 
there are differences for the 2019 data set. Considering the 
CA metric, we observe the following order: kNN (0.972), 
Neural Network (0.969), SVM (0.966), Naïve Bayes 
(0.954). The performance of the AdaBoost algorithm 
remains unchanged regardless of the size of the dataset. 

Surprising results are provided by the SVM algorithm, 
which seems to better classify the 2019 dataset.  

If the Digital Competences (Competențe digitale) feature 
and then the Digital Competences and Language 
Competences (Competențe lingvistice) features are 
removed from the initial dataset, we notice that the 
performance of the kNN and AdaBoost classification 
algorithms remains approximately the same. The Neural 
Network algorithm obtains better results in the absence of 
the characteristics specified above, for both runs.  

The performance of the Naive Bayes algorithm is better in 
the absence of the Digital Competences and Language 
Competences features. SVM classifies students' results, in 
the absence of Digital Competences, with low 
performance, but classification performances are not as 
much influenced if Language Competences are eliminated 
(Table 4). 

Table 4: Classification results in the absence of some features in the data 
set 

Classifi- 
cation 
algorithm 

AUC CA F1 P R 

Without „Competențe digitale” 

kNN 0.996 0.983 0.983 0.983 0.983 

SVM 0.991 0.943 0.941 0.945 0.943 

Neural 
Network 

0.998 0.988 0.988 0.988 0.988 

Naive 
Bayes 

0.999 0.985 0.985 0.986 0.985 

AdaBoost 1.000 1.000 1.000 1.000 1.000 

Without „Competențe digitale” and „Competențe 
lingvistice” 

kNN 0.997 0.984 0.983 0.984 0.984 

SVM 0.992 0.954 0.953 0.954 0.954 

Neural 
Network 

0.999 0.989 0.989 0.989 0.989 

Naive 
Bayes 

0.999 0.990 0.990 0.990 0.990 

AdaBoost 1.000 1.000 1.000 1.000 1.000 

5.  Conclusions 

In our study we analyzed the performance of AdaBoost, 
Neural Network, SVM, kNN and Naive Bayes algorithms 
in classifying the results obtained at the Baccalaureate and 
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the correlations between results and certain data 
characteristics and as well the size of the data set. For this 
we used a cross-validation technique that involves the 
calculation of evaluation metrics: AUC, CA, F1, Precision 
and Recall. The algorithms ran for different data sets, 
processed in the preprocessing stage that was included in 
the operational flow after the Excel file bac.xlsx (input). 
This data constituting an input for the algorithms used. 
The values of the metrics used in the evaluation are in the 
range [0.956 - 1]. A hierarchy by performance of the 
algorithms used, given by the AUC metric is: AdaBoost, 
Naive Bayes, Neural Network, kNN and SVM. 

The size of the data set influences the classification 
performances of the algorithms, which are generally lower 
once the number of instances used is lower. 

In the case of the SVM algorithm, the Digital 
Competences characteristic is better correlated with the 
results obtained compared to the use of the data set from 
which the Digital Competences and Linguistic 
Competences characteristics were extracted. On the other 
hand, the Naive Bayes algorithm achieves better results 
without the two features mentioned. 

With the exception of the Naive Bayes and AdaBoost 
algorithms, the results of the classifications viewed with 
the confusion matrices reveal that rejected students are 
classified as promoted in a higher percentage than the 
erroneous classification of promoted students. A possible 
explanation would be the imbalance between the number 
of instances with Promoted status (1680) and the number 
of instances with Rejected status (565). 

By connecting the HeatMap and DataTable visualization 
tools to the confusing matrices in the operational flow, 
details can be obtained about certain subsets of data that 
can provide additional explanations on the results obtained 
by the classification algorithms.. 

The use of specific tools and techniques for the analysis of 
educational data may reveal correlations that would be 
impossible or very difficult to find in other conditions and 
would lead to an improvement in the conditions that 
generate performance. 

Acknowledgments 

„This work is supported by the project 
ANTREPRENORDOC, in the framework of Human 
Resources Development Operational Programme 2014-
2020, financed from the European Social Fund under the 
contract number 36355/23.05.2019 HRD OP /380/6/13 – 
SMIS Code: 123847.” 

References   
[1] Wosiak, A., Zamecznik A. and K. Niewiadomska-Jarosik, 

"Supervised and unsupervised machine learning for 
improved identification of intrauterine growth restriction 
types," 2016 Federated Conference on Computer Science 
and Information Systems (FedCSIS), 2016, pp. 323-329. 

[2] Singh, A., Thakur, N. and A. Sharma, "A review of 
supervised machine learning algorithms," 2016 3rd 
International Conference on Computing for Sustainable 
Global Development (INDIACom), 2016, pp. 1310-1315.  

[3] Chiru, C., Trausan-Matu, S, Rebedea, T. O îmbunătățire a 
performanțelor algoritmului KNN în sistemele de 
recomandare pe web. In: Buraga, S.C., Juvina, I. (Eds.) 
Interacțiune Om-Calculator 2008. ISSN 1843-4460, 
(Conferința Națională de Interacțiune Om-Calculator, Iași 
18-19 Septembrie 2008), Editura MatrixROM București, 
pp.41-48. 

[4] Hu, L.Y., Huang, MW., Ke, SW. et al. The distance function 
effect on k-nearest neighbor classification for medical 
datasets. SpringerPlus 5, 1304 (2016). 
https://doi.org/10.1186/s40064-016-2941-7. 

[5] Jiawei Han, Micheline Kamber, Jian Pei, 2 - Getting to 
Know Your Data, Editor(s): Jiawei Han, Micheline Kamber, 
Jian Pei, In The Morgan Kaufmann Series in Data 
Management Systems, Data Mining (Third Edition), 
Morgan Kaufmann, 2012, Pages 39-82, ISBN 
9780123814791, https://doi.org/10.1016/B978-0-12-
381479-1.00002-2 .  

[6] Marcu, D., Danubianu M., Simionescu C. (2021) 
Comparative analysis of predictve models on online 
education in context of covid-19 – A case study, 
INTED2021 Proceedings, pp. 4403-4412. 

[7] Wang, Ruihu. (2012). AdaBoost for Feature Selection, 
Classification and Its Relation with SVM, A Review. 
Physics Procedia. 25.800-807. 10.1016/j.phpro.2012.03.160.  

[8] Zhang, Harry. (2004). The Optimality of Naive Bayes. 
Proceedings of the Seventeenth International Florida 
Artificial Intelligence Research Society Conference, 
FLAIRS 2004. 2. 

[9] Scikit-learn 0.24.2. Available from, https://scikit-
learn.org/stable/modules/naive_bayes.html.  

[10] Rosenblatt, F. (1958). The perceptron: a probabilistic model 
for information storage and organization in the brain. 
Psychological review, 65 6, 386-408. 

[11] Vrejoiu, Mihnea. (2019). Reţele neuronale convoluţionale, 
Big Data şi Deep Learning în analiza automată de imagini. 
Revista Română de Informatică şi Automatică. 29. 91-114. 
10.33436/v29i1y201909. 

[12] Dobrea, Dan-Marius. Curs ”Tehnici de inteligență 
cpmputațională. Aplicații în electronică și biomedicină”, 
capitolul ”Rețele neuronale artificiale”. Universitatea 
Tehnică ”Gheorghe Asachi” Iași, anul IV, Facultatea de 
Electronică, Telecomunicații și Tehnologia Informației. 

[13] Goodfellow, Ian; Bengio, Yoshua; Courville, Aaron (2016). 
"6.5 Back-Propagation and Other Differentiation 
Algorithms". Deep Learning. MIT Press. pp. 200–220. 
ISBN 9780262035613. 

 
 
 



IJCSNS International Journal of Computer Science and Network Security, VOL.21 No.8, August 2021 
 

 

42

 

Daniela Marcu received her BSc in 
Physics (1997), postgraduate studies in 
Computer Science (2001), PhD student 
in Computers and Information 
Technology. Now she is professor of 
computer science at the Stefan cel 
Mare College. Her current research 
interests include different aspects of 

Big Data applied in the educational field. 
 
 

Mirela Danubianu has obtained 
the B.S. and M.S. degree in 
Computer Science from University of 
Craiova in 1985, and the PhD. degree 
in Computer Science in 2006 from 
“Stefan cel Mare“ University of 
Suceava. She has also obtained the 
B.E. degree in Economics from 

University of Craiova in 2001. Currently, she is Associate 
Professor and Head of the Computers Department at “Stefan cel 
Mare University” of Suceava. She is the author/co-author of 5 
books, 7 chapters and more than 100 papers which have been 
published in journals and presented at different conferences. Her 
current research interests include databases theory and 
implementation, modern data architectures, data analytics, 
application of Data Science in economics, education and 
healthcare. 
 
 

Adina Bărîlă has obtained the B.S. 
degree in  Computer Science from 
“Alexandru Ioan Cuza” University of  
Iași in 1990, and PhD degree in 
Computer Science from  “Stefan cel 
Mare“ University of Suceava in 2015. 
She is Lecturer of the Computers 
Department at “Stefan cel Mare” 
University of Suceava. Her current 

research interests include databases theory and implemetation, 
data analytics, application of Data Science in education and 
economics. 
 

Corina Simionescu. Bachelor of the post 
university program - The psychology of 
Education, Pedagogy, Methods of Teaching 
the Competences, Teaching practice, class 
of 1997, within the Bucharest University, 
having more than 20 years of experience in 
permanent training of teachers. Internship 
trainings completed with professional 
certificates: “Getting Started with Projects” 

- Oracle Romania, 2010; “The Computer and interdisciplinary 
projects”- EOS Romania, 2010; “Eurodidaweb-pedagogical use 
of internet and multimedia tools” - Roma University, 2013; 
“Information and Communication Technology in Education" – 
Suceava University, 2013, “Network Computers Operator”, ICT 
Teaching and Training Center, 2014, ”TechnologyEnhanced 
Learning”, ETI Spania (2016), ”More likes in education”, 
IDevelop Teacher Training Spania (2016). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


