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Summary 
The increasing number of credit card fraud cases has become a 
considerable problem since the past decades. This phenomenon is 
due to the expansion of new technologies, including the increased 
popularity and volume of online banking transactions and e-
commerce. In order to address the problem of credit card fraud 
detection, a rule-based approach has been widely utilized to detect 
and guard against fraudulent activities. However, it requires huge 
computational power and high complexity in defining and 
building the rule base for pattern matching, in order to precisely 
identifying the fraud patterns. In addition, it does not come with 
intelligence and ability in predicting or analysing transaction data 
in looking for new fraud patterns and strategies. As such, Data 
Mining and Machine Learning algorithms are proposed to 
overcome the shortcomings in this paper. The aim of this paper is 
to highlight the important techniques and methodologies that are 
employed in fraud detection, while at the same time focusing on 
the existing literature. Methods such as Artificial Neural Networks 
(ANNs), Support Vector Machines (SVMs), naïve Bayesian, k-
Nearest Neighbour (k-NN), Decision Tree and Frequent Pattern 
Mining algorithms are reviewed and evaluated for their 
performance in detecting fraudulent transaction. 
Key words: 
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1. Introduction 

Transactions between credit cards and electronic businesses 
are the primary areas that the fraudsters are abusing and 
exploiting. This is due to the fact that there are various 
loopholes in the existing detection methods, and a major 
factor – business negligence. There are many types of 
frauds that can be performed, such as deliberately 
underreporting or omitting income, overstating or claiming 
false amount of deductions, money laundering, swindle 
transactions [5] and more. To overcome fraud cases that are 
happening in the banking industry, rule-based systems, also 
known as Production Systems or Expert Systems, are used 
to store and manipulate fraud knowledge, in order to 
interpret the information in a meaningful way. 
Rule-based approach is one of the simplest and most 
popular Artificial Intelligence (AI) techniques that uses 
rules as the representation of knowledge coded into the 
system, and provides reasoning for the context of pattern 

matching. A conventional rule-based system consists of a 
list of rules (rule base) which represent the knowledge, an 
inference engine or semantic reasoner, which infers 
information or acts based on the interaction of input and the 
rule base, a temporary working memory, and a user 
interface which handles the incoming flow of data and the 
outgoing flow of the prediction results [2]. In short, a rule-
based system infers knowledge that stored in its rule base 
and mimics the reasoning of a human expert in solving a 
knowledge-intensive problem. 
Over the past few decades, rule-based systems have been 
widely implemented in fraud detection and prediction. 
Although rule-based systems can be accurate in detecting 
and predicting frauds, they require huge computational 
power for pattern matching and the rules have to be 
specially derived for the working domain [2].  Update and 
modification of the rule base are also complicated. For 
example, when introducing new knowledge to identify new 
fraud patterns, contradictions might be introduced between 
the new rules and existing ones. Moreover, fraudsters are 
highly adaptive-able and when given enough time, they will 
always be able to find ways to circumvent preventive 
measures [2]. For instance, they may bypass simple pattern 
matching or rule-based detection, and make the system 
regard the transaction made is a genuine one. This leads to 
the system failing to detect fraud occurrences accurately. 
Besides these shortcomings, rule-based systems are also not 
equipped with analysis and prediction capabilities. Having 
these capabilities to perform on received data would aid in 
better identification of future fraud incidences. Therefore, 
recent advancements which implement data mining and 
machine learning techniques for fraud prediction have 
widely been found. These new technologies aim to improve 
the detection and prediction of frauds, and offer correlation 
analysis in fraud data. 
Being the subfields of AI, data mining and machine learning 
techniques can analyse and discover patterns in large 
datasets and subsequently produce hidden insights, through 
learning from historical relationships and the trends in the 
data [3]. There are multiple data mining and machine 
learning techniques that can be used in not only identifying 
fraud transactions, but also predicting the suspicious rate of 
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transaction data that may transact over time. In this paper, 
methods such as Artificial Neural Networks (ANNs), 
Support Vector Machines (SVMs), Bayesian Classification, 
k-Nearest Neighbour (k-NN), Decision Tree (DT) and 
Frequent Pattern (FP) Mining algorithms are reviewed for 
their capability and performance in discovering frauds. 
These methods involve distinguishing fraudulent financial 
data from authentic data, thereby disclosing fraudulent 
behaviour or activities, and enabling decision makers to 
develop appropriate strategies to decrease the negative 
impact of fraud [15]. 
In a nutshell, recent research works that use data mining and 
machine learning techniques to overcome the difficulty in 
detecting fraud activities are investigated and analysed. 
These techniques carry out the work of scrutinizing the 
behaviour of user’s transaction history and analysing the 
transaction data in-depth to determine the legitimacy of a 
transaction. The ultimate goal of this paper is to provide a 
comprehensive review of data mining and machine learning 
techniques in analysing fraudulent behaviours, identifying 
the major sources and characteristics of the data, based on 
the fraud detection and prediction works that had been 
investigated. 

2. Literature Review 

In the context of AI, fraud detection is viewed as a 
classification problem [2,69], in which the objective is to 
correctly classify credit card transactions as legitimate or 
fraudulent. The detection methods were usually embedded 
in a Fraud Detection System, whereby the model contains 
the rules or knowledge that is used to identify and prevent 
fraud. A Fraud Detection System, as depicted in Fig. 1, 
takes the accumulated data in the bank’s database, performs 
training and learning, then output a model that best 
represents the characteristics of the transaction data. 
 

 

Fig. 1: Flow of Fraud Detection System [2]. 

The model is then used to decide new transactions, whether 
it can be accepted as a genuine transaction, or reject it as a 
fraudulent transaction. A transaction that is accepted by the 
model will be executed and then added to the database to 
improve the model. Whereas, a rejected transaction will 
pass to manual check. If the rejected transaction is regarded 
as normal after checking, the transactions are then executed 
and the information will be added into the bank’s database, 
otherwise, the transaction is rejected. 
A big part of the fraud detection and prevention process is 
related to training and learning from the transaction data to 
identify new frauds [2] [14] [15]. As such, it is important to 
design a model with the best Data Mining and Machine 
Learning algorithm that quickly detects fraud and takes 
immediate preventive action. A well-designed model would 
not only identify frauds accurately but also determine the 
probability of fraudulent behaviour. 

2.1 Artificial Neural Networks 

Artificial Neural Networks, or short for ANNs, are a 
computing system that is inspired by the way of how 
biological neural networks works. ANNs are composed of 
a large number of highly interconnected processing 
elements called an artificial neuron, which receives signals, 
processes it and transmits the processed signal to the next 
artificial neurons. A neural network when used for fraud 
detection, is typically a collection of neuron-like processing 
units with weighted connections between the units. With the 
ANNs’ remarkable ability to derive meaning from 
complicated or imprecise data, it is increasingly proposed 
as a state-of-the-art way to identify frauds [10,70-71]. 
Montague (2012) [53] proposed Auto Encoder (AE) as one 
of the types of neural networks for fraud detection. An AE 
is divided into two parts: an encoder and a decoder. AE 
follows a feed-forward ANN architecture, except that the 
output layer has the same number of neurons as the input 
layer. The transition between the first and second layer 
represents the encoder and the transition between the 
second layer and the third layer represents the decoder. AE 
will use the input data itself as its target value and learn the 
common patterns that shared by the majority of the training 
data during the construction period. Fraud cases will have a 
different distribution as compared to a normal transaction.  
For data points that exhibit high errors and show anomaly 
compared to those majority transaction patterns, these 
characteristics are reflective of fraudulent transactions. 
On the other hand, Bansal and Suman (2014) [64] proposed 
Self-Organizing Map (SOM) as one of the types of neural 
networks and trained in an unsupervised learning 
environment for fraud detection. Like ANNs, the SOM 
operates in two modes, training and mapping. The training 
phase will build the map by using inputs, while mapping 
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automatically classify a new input vector. Getting the best 
matching node is done by running through all weight 
vectors and calculating the distance from each weight to the 
sample vector. The most commonly used method to 
determine the distance is the Euclidean Distance. The 
mathematical formula of Euclidean Distance is: 

 𝐷𝑖𝑠𝑡 ൌ  ට∑ ሺ𝑉௜ െ 𝑊௜ሻଶ௜ୀ௡
௜ୀ଴  

where V is the current input vector and W is the node's 
weight vector. 
Based on the Bansal and Suman’s research (2014) [12], 
which successfully applied SOM for fraud detection, it 
describes that during the process of reducing dimensions 
and clustering the transaction data into fraudulent and 
genuine sets. It takes into account of such values and finally 
outputs the patterns and cluster as an output vector: 
 Account related: Account number, currency of account, 

account opening date, last date of credit or debit 
available balance. 

 Customer related: Customer ID, customer type like 
high profile or low profile. 

 Transaction related: Transaction number, location, 
currency and timestamp. 

Serrano, Costa, Cardonha, Fernandes, and Júnior (2012) [54] 
proposed the use of ANN as a predictor transaction. In the 
case of ANN predictor, the ANN returns the prediction of 
certain input data and classify those data into a group from 
a set of predefined groups (fraudulent and non-fraudulent). 
Based on their research work, they make use of Feed-
Forward Networks, which are the most widely used for 
time-series prediction [12] [54] [58]. In Feed-Forward 
Networks, the information travels only in one direction, 
from the input to the output, without any feedback nor 
between neurons of the same layer. The most commonly 
Feed-Forward Network used is the Multilayer Perceptron 
(MLP), where all the neurons of a layer are connected to all 
the neurons of the following layer. By using this type of 
ANN, they able to gives a hard output, which can be ‘1’ for 
the fraudulent transaction and ‘0’ for non-fraudulent 
transaction. 

2.2 Naïve Bayesian Classifier 

Naïve Bayesian Classifier or naïve Bayesian is a supervised 
Machine Learning method that uses a training dataset with 
known target classes to predict future or any incoming class 
value. It can predict the class membership probabilities such 
as the probability that a given tuple belongs to a particular 
class. Naïve Bayesian is based on Bayes’ theorem of the 
posterior probability. It assumes class-conditional 
independence, which means the effect of an attribute value 

on a given class is independent of the values of the other 
attributes. It is made to simplify the computations involved 
and, in this sense, is considered as “naïve”. Bayes theorem 
provides a way of calculating the posterior probability. 
More description can be found below: 

 𝑝ሺ𝐶௞│𝑥ሻ ൌ   
௣ሺ஼ೖሻ௣ሺ௫|஼ೖሻ

௣ሺ௫ሻ
 

where p(Ck|x) is the posterior probability of class (target) 
given predictor (attribute), p(Ck) is the prior probability of 
class, p(x|Ck) is the likelihood which is the probability of 
predictor given class, and p(x) is the prior probability of 
predictor. 
In plain English, using Bayesian theorem terminology, the 
above equation can be written as: 

 𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 ൌ   ௉௥௜௢௥ൈ௅௜௞௘௟௜௛௢௢ௗ

ா௩௜ௗ௘௡௖௘
 

Milgo & Carolyne (2016) [13] proposed a Bayesian 
approach as the main classification method for fraud 
detection targeting onto ATMs, as shown below: 

 𝐹𝑟𝑎𝑢𝑑\𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒𝑠 ൌ   ௉ሺா௩௜ௗ௘௡௖௘௦\ி௥௔௨ௗሻൈ௉ሺி௥௔௨ௗሻ

௉ሺா௩௜ௗ௘௡௖௘௦ሻ
 

Their research work suggests that by using probability-
based model, banks would be able to identify the main 
security issues encountered with the use of ATM cards and 
establish internal control mechanisms, and in the same time 
sought to deter the possibility of card fraud. 
Milgo & Carolyne also focused heavily onto data pre-
processing stage as Naïve Bayesian is subjected to missing 
data and number of attributes in a dataset. They also detail 
the implementation of the solution from data pre-processing 
to fraud classification fraud by feeding Bayesian model 
reasonable training data and finally provide transaction 
probability of the transaction. With the Bayesian model, it 
can ease many of the theoretical and computational 
difficulties of rule-based systems [2] [5] by offer posterior 
probability of fraud and managing probabilistic knowledge. 
Viaene, Derrig, and Dedene (2004) [55] proposed Naive 
Bayesian by combining with AdaBoost algorithm which 
developed by Freund and Shapire (1995) [63] in classifying 
valid or non-valid Personal Injury Protection (PIP) 
automobile insurance claims. In their research work, they 
described the mechanics of boosting rest on the construction 
of a sequence of classifiers, where each classifier is trained 
on a resampled (or reweighted) training set where those 
training data instances that were poorly predicted in the 
previous runs receive a higher weight in the next run. After 
a fixed number of iterations, the constructed models are 
then combined by weighted or simple voting schemes. The 
idea underlying the sequential perturbation of the training 
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data is that the base learner – specifically, Naive Bayes gets 
to focus incrementally on those regions of the data that are 
harder to learn. With Boosting Naive Bayes as fraud 
detection model, they able to deter fraudulent claims and 
also identified the characteristics of such claims that 
distinguish them from valid claims. 
Kiran, Guru, Kumar, Kumar, Katariya, and Sharma (2008) 
[56] described the implementation of Naïve Bayes and k-
NN algorithm on same credit card dataset and calculate the 
precision of algorithms to identify the fraudulent 
transactions. For k-NN algorithm it will be described in the 
next section C. Their research work suggests that by 
implementing Naïve Bayesian as Machine Learning 
classifier for fraud detection, it not only provides 
probabilities of fraud but also able to learn in an efficient, 
fast and high in accuracy for real-world scenarios. 

2.3 k-Nearest Neighbour 

k-Nearest Neighbour (k-NN) falls into the supervised 
Machine Learning family, and is an example of instance-
based learning where it categorised objects based on closest 
feature space in the training set. k-NN is considered as a 
“lazy” learning algorithm as it does not use the training data 
points to do any generalization. There is no explicit training 
or learning phase in k-NN, and the training happens at the 
time when prediction is requested. New instance is 
compared with existing ones in the feature space by using 
Euclidean Distance, and the closest existing instance is used 
to assign the class to the new one. As k-NN algorithm is 
based voting scheme, which the most many neighbour is 
consider as winner and is used to label the query.  
Sudha and Nirmal Raj (2017) [19] presented k-NN as a 
Machine Learning model in helping detecting fraudulent 
transaction. In the process of k-NN during detecting 
fraudulent transaction, the model classifies any incoming 
transaction by calculating most many nearest neighbours to 
new transaction. If the most neighbours are fraudulent, then 
the transaction is classified as fraudulent, else, it is 
classified as legal transaction. They also described that 
various factors had to be considered before classifying the 
new transaction. For instance, the financial characteristics 
of a transaction such as card number, transaction amount, or 
time since last purchase needs to be collected first before 
perform classification. With those information, k-NN can 
then properly classify the new transaction as fraudulence or 
legitimate. 
Heta (2018) [65] proposed k-Nearest Neighbour, Random 
Forest, AdaBoost and Logistic Regression for fraud 
detection and a comparative study is shown between them. 
In his research work, he described that k-NN algorithm 
gives better accuracy and efficient result as it often 
recognizes as “outlier detection” [16] [17] for classification 

between fraudulent and non–fraudulent transactions. It also 
shown that k-NN uses less memory compared to other 
algorithms in the author’s experiment result. Like other 
research works, Heta also focused on data pre-processing 
and exploratory data analysis to identify how many 
variables that needed for best training in Machine Learning 
models. 
Malini and Pushpa (2016) [66] proposed k-NN algorithm 
and Hidden Markov Model (HMM) as classification 
Machine Learning model for credit card fraud detection. 
Their research work aims to minimize the false alarm and 
increase the detection rate by implement these two models 
in fraud detection. They described that by using the two 
models together, HMM able to analyse user’s behaviour and 
helps in minimizing the fraud rates occurred by k-NN, thus 
retaliate further fraudulent activities more efficiently [67] 
[68]. In other words, k-NN algorithm will be responsible for 
detect fraudulent transaction using distance calculation 
while the HMM will process based on credit card user’s 
behaviour pattern and check over the upcoming transaction. 

2.4 Support Vector Machines 

Support Vector Machines (SVMs) is a supervised Machine 
Learning algorithm that given a set of training samples, 
each marked as one or other categories, it will assign the 
best category to the new data. In classification, new data are 
mapped into the feature space and predicted to belong to 
which category based on which side of the gap they fall into. 
The algorithm is based on finding the Hyperplane in the 
feature space to divide the data points according to their 
categories or classes. Hyperplane, in human language, is a 
decision boundary that separates between a set of different 
classes. 
The margin of the Hyperplane is the one that gives the 
greatest separation between the classes and is known as 
maximum-margin Hyperplane. The instances or data points 
that are nearest to the maximum-margin of the Hyperplane 
are called Support Vectors, and there is always at least one 
Support Vector for each class, and often there are more.  
Abdelhamid, Khaoula and Atika (2014) [26] proposed 
SVMs for credit card fraud detection, which in each test 
instance of the transaction data, SVMs classifier will use 
and determine the instance falls into which category. For 
example, if the instance falls into fraudulent class, it is 
declared as fraud, else it is declared as a legitimate 
transaction. According to Abdelhamid, Khaoula and Atika, 
they describe that multiple attributes that can be used to 
improve the detection rate. However, adding more or 
irreverent attributes can make the classifier inefficient. The 
important attributes that listed out in the paper and can be 
used for detecting fraud in SVM classifier are: 
 Customer ID 



IJCSNS International Journal of Computer Science and Network Security, Vol.21 No.9, September 2021 
 

 

35

 

 Transaction amount 
 Frequency of card usage including Date and Time 
 Average amount of transactions 
 Place 
They also utilized a trick which called as Radial Basis 
Function Kernel, or known as RBF Kernel in helping 
implicitly map the input vector into the feature space and 
find the non-linear decision boundary. RBF Kernel able 
map the and highly imbalance data points from non-
linearity to linearity. The RBF Kernel is introduced as: 

 𝐾ሺ𝑥│𝑥′ሻ ൌ   exp ሺെ
⟦௫ି௫ᇱ⟧మ

ଶఙమ ሻ 

where ||x−x’||2 is the squared Euclidean Distance between 
two data points x and x’, σ is a standard deviation, and x and 
x’ are a vector containing data about a single observation. 
The next step – cross-validation is performed after running 
the SVMs classification algorithm with RBF Kernel onto 
transaction datasets. Cross-validation is executed for 
assessing how accurately a model will perform in practice. 
After validation is done, a learned model is then outputted. 
Sallehuddin, Ibrahim, Zain and Elmi (2014) [57] proposed 
SVMs and Artificial Neural Network for detecting SIM box 
bypass fraud, whereby SIM cards are used to channel 
national and multinational calls away from mobile 
operators and deliver as local calls. According to their 
research work and experiment result, they focused heavily 
in data pre-processing stage that comprises of feature 
extraction, handling missing data, removing outliers and 
data normalization before feeding the data into training the 
Machine Learning model. After the data pre-processing 
stage, the development of ANN and SVM model is then 
started. 
Training, Testing and hyper-parameter tweaking are done 
in both model development and a comparison of accuracy 
is shown based on their experiment result. From Fig. 2, it 
illustrates that by having SVM train on more data, it 
outperforms ANN and able to have a consistent accuracy on 
SIM Box fraud detection. 
Banerjee, Bourla, Chen, Kashyap and Purohit (2018) [58] 
proposed and experimented several algorithms in their 
research works for fraud detection as presented in Fig. 3. 
Algorithms include Random Forest Classifier, k-NN, Naive 
Bayes Classifier, Logistic Regression, ANN with 
Multilayer Perceptron and SVMs had been experimented 
and reviewed based on a dataset provided by University of 
California, San Diego and the Fair Isaac Corporation. In 
their research work, they described that SVM achieved 
significantly higher accuracy compared other five 
algorithms. However, in contrast to other algorithms, the 
SVM algorithm took much more time and computing power 
to complete the fitting of the model. Compared to the 

Random Forest Classifier, the model takes much more time 
to execute. As a result, when processing real-time data such 
as credit card transactions on datasets that would be much 
larger than the current dataset that they trained with, the 
SVM model would need be made more efficient in order to 
process and classify fraud data in a reasonable amount of 
time. 

Fig. 2: Comparison of SVM and ANN classification accuracy [57]. 

Fig. 3: Accuracy of classification approaches for fraud detection [58]. 

2.5 Decision Tree Induction 

Decision Trees Induction falls into supervised Machine 
Learning family whereby it learns the class-labelled 
training tuples and try to predicts a class for a given input 
vector. A Decision Tree is a flowchart-like tree structure, 
where it typically starts with a single topmost node, which 
branches into possible nodes. Each of those branched nodes 
leads to additional internal nodes, which test on an attribute 
and branch off into other nodes. By continuing branching 
into more nodes, this eventually gives it a treelike shape. 
Decision Tree will continue to expand until every branch 
reaches an endpoint. Meaning that there are no more 
conditions to consider. The endpoint, or called as lead node 
will represents the final labels or choices in the Decision 
Tree. 
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There are three main algorithms in Decision Tree, namely 
ID3, C4.5 and CART, which are devised to not only best 
classify a new data, but also best building the Decision Tree 
in an optimal way and generates rules out from it. The 
growing of Decision Tree algorithms is often related to 
Decision Tree Learnings which it deals with the 
construction of an optimal Decision Tree from class-
labelled training dataset. 
Jayasree and Balan (2017) [41] presented fraud detection by 
using Decision Tree specifically for money laundering in 
credit card transaction. According to the research conducted 
by them, they take ID3 algorithm as a base and further 
improved it with their own algorithm, which named as 
Advanced Iterative Dichotomiser 3 (AID3). They 
integrated another method called Bitmap Index in helping 
getting the best attributes to split, instead of using 
Information Gain. 
Bitmap Index works by provide pointers to the rows and 
columns in the transaction tables, then stores the row ID, 
column ID and the key values. The attributes are 
subsequently analysed using the given distinct key value on 
each transaction for a particular account. The indexing 
procedure is applied on a dummy banking database that 
Jayasree and Balan obtained. Bitmap Index in AID3 is 
carried out by using the “SELECT” query and logical AND 
operator. The query results are then use to construct the 
Decision Tree and apply it onto fraud detection application. 
Gaikwad, Deshmane, Somavanshi, Patil, and Badgujar 
(2014) [59] suggested Decision Tree Induction (ID3) 
algorithm as primary Machine Learning model for credit 
card fraud detection. Their approach started by 
investigating the dataset to understand each of the features 
and verify is there any anomalies or missing data. Then, 
training and testing are performed to test the performance 
of ID3 classification. After a series of testing and k-fold 
cross-validation, the final ID3 model is output and 
implemented on a bank’s web server. Combined with the 
One-Time Password (OTP), ID3 is used to verify the 
transaction first, if the transaction is classified as legitimate, 
OTP will be sent out and the transaction will proceed. 
Sahin and Duman (2011) [60] proposed and applied 
Decision Trees and Support Vector Machines as 
classification models on credit card fraud detection problem. 
Their study focused on experimenting and comparing the 
two approaches with a real credit card dataset provided by 
the Hong Kong National Bank with the required 
permissions. The past data in the dataset are used to form a 
data mart representing the card usage profiles of the 
customers. In their research works, they used multiple tree 
algorithms and different kernel function of SVMs to test out 
the model’s performance in classifying fraudulent 
transaction. The chosen methods to build classifier models 
are C5.0, Classification and Regression Tree (CART) and 

Chi-square Automatic Interaction Detector (CHAID) from 
decision tree methods and SVMs with kernels of 
polynomial, sigmoid, linear and radial basis functions. All 
these methods are used to develop classification models 
using three data sets that have a different ratio of fraudulent 
and legitimate transactions. In the first set, there is one 
normal transaction for each fraudulent one. In the second 
set, there are four normal transactions for each fraudulent 
one and there are nine normal ones for each fraudulent one 
in the third set. 
Sahin and Duman also mentioned that due to the 
imbalanced of the dataset (978 fraudulent records and 22 
million normal ones with a ratio of about 1:22500), they 
utilized stratified sampling in order to undersample the 
normal records so that the models have chance to learn the 
characteristics of both the normal and the fraudulent 
transaction. 

2.6 Frequent Pattern Mining 

Frequent Pattern Mining is one of the subfields in Data 
Mining in which it mines frequent sets of items and the 
interesting patterns in a given item set. Here, the interesting 
patterns can be a set of items that appears frequently in a 
database, or want to discover rare and negative patterns that 
have not seen in other existing itemset. Application of 
Frequent Pattern Mining are largely inter-related with 
Association Rule Learning, whereby it finds all the itemset 
patterns and then post-process them into rules in helping 
solving problems.  
In this credit card fraud detection context, Apriori and FP-
growth algorithm will be focused on as these two algorithms 
are often used to detect new fraud patterns [3] [4] and 
generate those patterns as new rules in order to prevent 
same method of fraud happening in future.  
Seeja and Zareapoor (2014) [15] utilized Apriori as the 
main Frequent Pattern Mining technique in mining the 
patterns from a database. According to them, they described 
that instead of finding patterns for fraudster behaviour, 
Apriori algorithm is used in identify buying patterns for 
fraud and legal transaction. They had set the MinSup as 0.9 
and constructed two patterns for each customer – legal 
pattern and fraud pattern. 
After finding the legal and fraud patterns and stored in the 
database, the Fraud Detection System then traverses these 
pattern databases to detect frauds. Seeja and Zareapoor 
developed a matching algorithm, which traverses the 
pattern databases for matching the incoming transaction in 
detecting fraud. If a closer match is found with a legal 
pattern of the corresponding customer, then the matching 
algorithm returns “0” giving a green signal to the bank for 
allowing the transaction, else it returns as “1”, giving an 
alarm to the bank that this might be a fraudulent transaction. 
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Tripathia, Nigamb and Edlaa (2017) [61] introduce Apriori 
algorithm as Association Rule Mining for fraud detection 
that caused by fraudulent websites. Their approach focused 
on Phishing activity whereby it intends to mislead the users 
to fraudulent websites, steal their sensitive information and 
use that information to perform the fraud transaction. To 
resolve the mentioned problem, they proposed Apriori 
algorithm to analyses the web access log which addresses 
the activities performed by the end clients and detecting a 
fraud sequence of repeated web URLs since fraudulent 
websites will have the same and frequent URLs [15] [47] 
[62]. After applying data mining techniques like pre- 
processing, transformation and frequent pattern generation, 
frequent patterns are generated. These frequent patterns in 
their model will be used to detect frauds on incoming 
request of the end clients. 
In their experimental results and discussion, they described 
that the accuracy of the proposed implementation is 
significantly affected based on the size and the noise in the 
dataset. As the amount of dataset increased, the 
performance of the Apriori algorithm is dropped and this 
reflects the complexity of the algorithm itself. During the 
experiment, it is also observed that the number of items set 
and the amount of input transactions can have a negative 
effect onto the quality of Apriori algorithm in terms of error 
rate, memory consumption and search time. 
Choudhary and Divya (2017) [62] proposed both Apriori 
and FP Tree algorithm to mine frequent itemset and 
discover interesting patterns that lead to credit card fraud. 
They described that by using frequent pattern matching 
schemes, they able to extract the frequent patterns from a 
dataset which they transformed it into a log file. From their 
experiment and discussion, they state although two 
algorithms generated the same patterns in the end, however, 
the time and memory consumed by Apriori algorithm is 
worse than FP Tree as it performed repeated dataset scans. 
Whereas FP Tree suffers from the complexity of its 
implementation since it performs recursive operations to 
generate a new tree every time, making the process 
complicated. 

3. Discussion and Challenges 

Fraud detection is an important part of the modern banking 
industry. This paper studied intelligent approaches of fraud 
detection, both statistical and computational. Though 
review of each algorithm and their performance in different 
credit card dataset, each technique was shown to be 
reasonably capable at detecting various forms of credit card 
fraud. In particular, the heavy-computational methods such 
as ANNs [55] and SVMs [26] are much more capable to 

learn and adapt to new fraud patterns, which is highly 
effective to the evolving tactics of fraudsters.  
Although other supervised Machine Learning algorithms 
like k-NN, Naïve Bayesian and Decision Tree are not 
effective in detecting new frauds and they required a more 
comprehensive re-train process onto the new data [30], but 
the nature of their algorithms is easy to be understood by 
non-AI experts. Particularly, Naïve Bayesian and Decision 
Tree provide probability and decision rules, which is 
helpful to the banking industry in understanding the 
underlying approaches of why and they can make use of the 
probability and rules to make better business decisions.  
The same goes for Frequent Pattern Mining methods. Both 
Apriori and FP-growth are great at finding existing patterns 
from the credit card dataset but lacks the capability in 
detecting rare patterns from the new credit card transaction 
[29] [30]. In most of the fraud detection context, only 
mining frequent patterns is not sufficient to detect frauds 
and often it needs to be incorporate with classification 
approach [29] [30] [38]. Associative Classification 
approaches such as Classification Based on Associations 
(CBA) and Classification based on Multiple Association 
Rules (CMAR) are frequently used to enhance the detection 
of fraud and improve fraud rules accuracy that generated 
from Decision Tree Induction [47] [53] [38].  
One of the main challenges while studying Literature 
Review and various types of Machine Learning algorithms 
is there is no standard, comprehensive or benchmark credit 
card dataset published publicly for comparative study. As 
credit card transaction dataset is inherently private property 
in the banking sector, therefore, to get a proper dataset and 
have a benchmark is very difficult. Lack of the standard 
transaction dataset and not having full information onto its 
fields or dimensions also makes the comparison of various 
Machine Learning techniques harder and more difficult to 
justify why certain approaches are better one another. 
Moreover, there are also no specific rules for knowing how 
much data that is needed to produce a good Machine 
Learning model. This is often associated with bias and 
variance trade-offs [28] [30] [32]. For example, more data 
does not always mean a better model and it may lead to 
overfitting, which the model just “memorizing” the training 
data. On the other hand, if there is too little data, the model 
may become underfitting, which pays little attention and 
over-simplifying the training data. In other words, it just 
does the same thing over and over again regardless of what 
the data might be trying to tell it to do. Hence, it is important 
to assess the bias and variance trade-offs by adding more 
data or features that can help offset bias and variance 
problem. 
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4. Conclusion 

In summary, the investigation of current practices in credit 
card fraud detection, as well as intelligent methods using 
Data Mining and Machine Learning algorithms are 
reviewed in this paper. Instead of using Rule-based system 
with simple pattern matchmaking for fraud detection, 
utilizing Supervised Machine Learning techniques provides 
a more novel way in catching fraudulent credit card 
transaction as it offers high accuracy and high confidence 
of risk score. 
Besides that, it is important to repeatedly to examine the 
performance of Machine Learning model and fine-tune it to 
achieve the best scores in detecting fraudulent transactions. 
If done properly, the model would provide high confidence 
in distinguishing legitimate and fraudulent transaction 
while adapting over time to new or previously unseen fraud 
tactics [50] [52].  
Through the studies of Data Mining and Machine Learning 
algorithms, it can be concluded that no one model works 
best for detecting fraudulent transaction. There is no single 
powerful algorithm in credit card fraud detection that 
outperforms all others algorithm. Each Data Mining and 
Machine Learning techniques have their strengths and 
weaknesses, whether it has high accuracy but slow training 
speed, or vice-versa. By using different algorithms onto the 
provided credit card transaction dataset, the models will 
have different classification performances in deciding 
whether a new transaction is fraudulent [31] [33] [38]. 
As a conclusion, fraud detection can become very complex 
when there is a need to consider numerous patterns in the 
data that can lead to fraudulent transactions. This also may 
require huge computational power to train and to accurately 
detect fraud. Although there is some limitation when using 
Data Mining and Machine Learning techniques to detect 
fraud, it still gives high dependability and adaptability as 
compared to Rule-based system, which only statically 
matches the patterns based on the transaction data. 
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