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Summary 
Software vulnerabilities are becoming more and more increasing, 
their role is to harm the computer systems of companies, 
governmental organizations and agencies. The main objective of 
this paper is to propose a method that will cluster future software 
vulnerabilities that may spread. This method is developed by 
combining the Multiple Correspondence Analysis (MCA), the 
Elbow procedure and the Kmeans Algorithm. A simulation was 
done on a dataset of 15713 observations. This simulation allowed 
us to identify families of future vulnerabilities. This model was 
evaluated using the silhouette index.  
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1. Introduction 

A vulnerability is defined as a weakness in a computer 
system that allows an attacker to damage the integrity of 
that system. There are several types of vulnerabilities 
including software vulnerabilities that are the focus of our 
work. A software vulnerability is a weakness, bug or 
vulnerability that can be exploited to breach privacy, service 
continuity and data integrity [1]. Software vulnerabilities 
are among the most commonly used vulnerabilities by 
hackers to compromise systems. For example, the 
organization (Cvedetail), counted 18325 in 2020.In general, 
successful software attacks exploit well-known 
vulnerabilities [2]. Despite the importance of software 
vulnerabilities, there is an inability of organizations and 
businesses to seriously combat software attacks. Indeed, the 
most used defense tools are very basic and obsolete to fight 
cyber threats. Therefore, the current trend is to generalize 
predictive Ethical Hacking as a framework for effectively 
combating cybercrime. With this in mind, preventive 
knowledge or detection of security vulnerabilities is more 
than necessary. However, the requirement for such 
knowledge will quickly become a hindrance to the practice 
of penetration testing because the discovery of flaws is an 
ongoing work that evolves faster than the learning and 
training capabilities of security specialists. This raises the 
problem of controlling future vulnerabilities that could lead 
to systems being compromised. Vulnerabilities are hidden 
phenomena, so their discovery must be accelerated if we are 
to be effective. This is to make a kind of Predictive Ethical 

Hacking in which vulnerabilities are not limited to known 
vulnerabilities but have been limited to other unknown 
vulnerabilities detected by activities of simulation and 
analysis of existing data on vulnerabilities already 
discovered. 
The purpose of this work is to attempt to identify unknown 
types of vulnerabilities from the exploitation of qualitative 
data describing existing vulnerabilities. We turn to 
unsupervised learning techniques. Specifically, we will use 
a combination of Multiple Correspondence Analysis 
(ACM), the Elbow procedure and the kmeans algorithm. 
The data used consists of qualitative descriptions of 15713 
software vulnerabilities. 

2. Multiple Correspondence Analysis (MCA) 

2.1 Definition 

We consider 𝐏 qualitative variables 𝐏  𝟑  denoted                    
൛𝑿𝒋 ; 𝐣 ൌ 𝟏 , … , 𝐩ൟ , respectively possessing 𝒄𝒋 modalities, 
with  𝐜 ൌ ∑ 𝐜𝐣

𝐩
𝐣ୀ𝟏 . It is assumed that these variables are 

observed on 𝑛 individuals, each assigned the weight 𝟏

𝒏
.. Let 

𝐗 ൌ  ሾ𝑿𝟏|  |𝑿𝒑ሿ be the complete disjunctive table of 
observations ሺ𝑿 𝐞𝐬𝐭 𝒏 ∗ 𝐜). We call Multiple Correspondence 
Analysis (MCA) of the variables ሺ𝑿𝟏, … . . , 𝑿𝑷ሻ relative to the 
considered sample, the Correspondence Factorial Analysis 
performed either on the matrix 𝐗. We note  𝒏𝒌

𝒋  ሺ𝟏   𝐣 

 𝐩, 𝟏   𝐤   𝒄𝒋ሻ the number of the k-th modality of 𝑿𝒋 , 
𝒏𝒌

𝒋  ሺ𝟏   𝐣   𝐩, 𝟏   𝐤   𝒄𝒋ሻ and 𝑫𝒋 ൌ
𝟏

𝒏
diag ( 𝒏𝟏 

𝒋 , … … . . , 𝒏𝒄𝒋 
𝒋 ) et 

 ∆ ൌ  𝐝𝐢𝐚𝐠 ൫𝐃𝟏 . . . 𝐃𝒑൯ .We note: ∆ is a diagonal matrix of order 
c and 𝑫𝒋 is diagonal matrix of order 𝐜𝒋   𝟏 ൏  𝐣   𝐩 [3]. 
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2.2 Complete disjunctive table 

Let X be a qualitative variable with c modalities. We call the 

variable  𝑿ሺ𝒌ሻ defined by 𝑿ሺ𝒌ሻ ሺ𝒊ሻ ൌ ൜
𝟏  𝒊𝒇 𝐗ሺ𝐢ሻ ൌ 𝒙ሺ𝒌ሻ  

𝟎 𝐨𝐭𝐡𝐞𝐫𝐰𝐢𝐬𝐞
       

the indicator variable for the k-th modality of x(k = 1, ..., c)  
where i is an individual, in our case a vulnerability and 𝑥ሺሻ  
is the k-th modality of X.  We will note 𝒏ሺ𝒌ሻ  the number of 
𝒙ሺ𝒌ሻ  . We call the matrix of the indicators of the modalities 
of 𝑿  and we will note 𝑿 , the matrix n×c of general 
term:    𝒙𝒊

𝒌 ൌ 𝑿ሺ𝒌ሻሺ𝒊ሻ. Let us now consider 𝐏  qualitative 
variables 𝑿𝟏, … … . , 𝑿𝑷.  

We note 𝒄𝒋  the number of modalities of 𝐗𝐣, 𝒄 ൌ ∑ 𝒄𝒋
𝒑
𝒋ୀ𝟏  and 𝑿𝒋 

the matrix of the indicators. We then call the matrix X, n×c, 
obtained by concatenation of the matrices 𝑿𝒋 , the complete 
disjunctive array: 𝐗 ൌ  ሾ𝑿𝟏|  |𝑿𝒑ሿ [3]. 

3. Elbow and Kmeans methods 

3.1 ELBOW Method (or Elbow Rule) 
 
In clustering, the Elbow method is a heuristic used to 
determine the optimal number k of clusters in a data set. The 
method consists in plotting the explained variation as a 
function of the number of clusters and choosing the elbow 
of the curve as the number of clusters to use. It allows to 
determine this optimal value of k. In clustering, the inertia 
is the sum of the squares of the distances between each 
centroid of a cluster and the different observations included 
in the same cluster. The ELBOW method tries to find a 
number k of clusters so that the selected clusters minimize 
the intra-class inertia in the same cluster. The variance of 
the clusters is calculated as follows: 
 

𝒘𝒄𝒔𝒔𝒌 ൌ   𝒅ሺ𝒄𝒋,
𝒌𝒙𝒊

𝒙𝒊 →𝒄𝒋𝒋

ሻ𝟐 

𝒄𝒋
𝒌: The center of the cluster (the centroid) 

𝒙𝒊∶ The ith observation in the cluster with centroid 𝒄𝒋
𝒌 

𝒅ሺ𝒄𝒋
𝒌,𝒙𝒊ሻ𝟐: The distance (Euclidean or otherwise) between 

the cluster center and the point 𝒙𝒊 

 
3.2 K-means 

K-means is a vector quantization method. It is an alternate 
minimization method which, given an integer k, will seek 
to separate a set X of observations into k clusters. 

  

 

 

 

 

 

 

3.3 Description 
 
Given a set of 𝒏  observations, ሺ 𝒙𝟏,  𝒙𝟐 , . . . ,  𝒙𝒏 ሻ , where 
each observation is a real vector of dimension d, the                        
k -means algorithm aims to partition the n observations into 
𝐤 ሺ   𝐧 ሻ  sets 𝑺𝟏 ,   𝑺𝟐 , . . . ,   𝑺𝒌 so as to minimize the sum 
of squares intra-cluster (WCSS). Formally, the objective is 
to find: 

𝐚𝐫𝐠 𝐦𝐢𝐧
𝑺

 ‖𝒙 െ 𝝁𝒊‖𝟐

𝒙𝝐𝑺𝒊

𝒌

𝒊ୀ𝟏

ൌ 𝐚𝐫𝐠 𝐦𝐢𝐧
𝑺

|𝑺𝒊|𝑽𝒂𝒓𝑺𝒊

𝒌

𝒊ୀ𝟏

 

  
 

where 𝑺𝒊 ൌ 𝑺𝟏 ,   𝑺𝟐 , . . . ,   𝑺𝒌 
 𝛍𝒊 is the average of the points of 𝑺𝒊 

4. Related Work 

4.1 Detection of vulnerabilities by unsupervised learning 
techniques 
 
Computer security researchers have published work on this 
G. Schaffrah et al [4], have carried out research in the field 
of flow-based vulnerability detection. This work provides a 
classification of attack and defense techniques and shows 
how flow-based techniques can be used to detect scans, 
worms, botnets, and denial of service (DoS) attacks. 
Zhengjie et al [5] propose a method based on the 
combination of the K-means algorithm and the particle 
swarm optimization algorithm (Kmeans-OEP). The 
experiments were performed on the KDD CUP 99 database. 
They have shown the efficiency of the proposed method and 
also show that the method has a higher detection rate and a 
lower detection error rate. K. Kumar et al [6] presented an 
approach to identify vulnerabilities stored in weblogs. They 
present a new approach based on the K Means algorithm to 
analyze data using different attributes like protocol, port 
number, etc. in order to detect vulnerabilities. In this 
process, they used preprocessing techniques to remove 
unwanted attributes from weblog data. 
Gupta et al [7] propose an approach to the detection of 
vulnerabilities. Based on the combination of the K-Means 
algorithm and association rules. The experiments were 

Fig 1:Clustering on a set of 2D points, 4 clusters 
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carried out on KDD CUP 99 data. This approach makes it 
possible to determine a good detection rate only in the case 
of a denial of service (DOS) attack but is limited in the case 
of other types of vulnerabilities. 
 
4.2 Limits of existing works 
  
The work presented above for the identification of 
vulnerabilities uses the KDD CUP 99 database. 
This database only contains quantitative data, which does 
not make it possible to assess the levels of vulnerabilities on 
data providing qualitative descriptors. 
 
 Then we found that the work of Gupta et al only identifies 
denial of service attacks. To overcome these shortcomings, 
we have turned to the use of a database from cevdetail.com. 
This database describes vulnerabilities mainly using 
qualitative variables. Another advantage of our approach 
lies in the fact that little research work has been carried out 
on this database for the discovery of new vulnerabilities. 
We propose an Machine learning modeling approach 
combining Multiple Correspondence Analysis (MCA), the 
Kmeans method and the Elbow method in order to identify 
families of potential or not yet discovered software 
vulnerabilities. 

5. Model Construction 

 
5.1 Principle 
 
The study dataset is the database collected from the research 
website www.cvedetail.com. This database only contains 
qualitative variables. The model we have developed will 
help identify potential vulnerabilities and unknown 
vulnerabilities in applications. To achieve these goals, we 
wrote an algorithm called IdSoftVul. This algorithm 
follows the following steps: 
 
Step 1: Transform our database which contains only 
qualitative variables using the MCA technique. 
Step 2: Apply the Kmeans Algorithm on the transformed 
database; 
Step 3: Apply the Elbow method to determine the optimal 
number of clusters. 
Step 4: Evaluate the model by the silhouette score. 
 
 
 
 
 
 
 
 

𝐀𝐋𝐆𝐎𝐑𝐈𝐓𝐇𝐌 ∶ 𝐈𝐝𝐒𝐨𝐟𝐭𝐕𝐮𝐥 
Entry  
𝐃 : Vulnerability database with qualitative variables 
𝚫𝑴𝑪𝑨 ∶ Database that has been transformed by an MCA 
NCluster, 𝐒𝐜𝐨𝐫𝐞𝐒𝐢𝐥𝐡𝐨𝐮𝐞𝐭𝐭𝐞, 𝐢: integer 
 
BEGIN 
     // Import the qualitative data 
     𝐈𝐦𝐩𝐨𝐫𝐭𝐞𝐫 ሺ𝐃ሻ 
     𝚫𝑨𝑪𝑴 ← 𝐀𝐂𝐌ሺ𝐃ሻ 
     Lire (𝚫𝑨𝑪𝑴ሻ 
   // Build the model 
     𝐍𝐂𝐥𝐮𝐬𝐭𝐞𝐫 ← 𝟏 
     𝐅𝐨𝐫 𝐢 ← 𝐍𝐂𝐥𝐮𝐬𝐭𝐞𝐫 𝐭𝐨 𝟏𝟏 𝐝𝐨 
               𝑽𝒖𝒍 ← 𝐊𝐌𝐄𝐀𝐍𝐒ሺ𝐍𝐂𝐥𝐮𝐬𝐭𝐞𝐫ሾ𝐢ሿሻ 
               𝑰𝒅𝑽𝒖𝒍 ⟵ 𝑽𝒖𝒍. 𝒇𝒊𝒕ሺ𝚫𝑴𝑪𝑨ሻ 
               Apply the Elbow Method on the inertia of Vul 
               Display the number of clusters by the Elbow method 
      END 
   // Evaluation of the model by the Silhouette Score 
      𝐅𝐨𝐫 𝐢 ← 𝟏 𝐭𝐨 𝟏𝟏 𝐝𝐨 
              𝑺𝒄𝒐𝒓𝒆𝑺𝒊𝒍𝒉𝒐𝒖𝒆𝒕𝒕𝒆 ← 𝑺𝑰𝑳𝑯𝑶𝑼𝑬𝑻𝑻𝑬ሺ𝑰𝒅𝑽𝒖𝒍, 𝜟𝑴𝑪𝑨ሻ 
              Print (𝑺𝒄𝒐𝒓𝒆𝑺𝒊𝒍𝒉𝒐𝒖𝒆𝒕𝒕𝒆) 
       END 
END 
 

5.2 Results and discussion 

The simulations carried out with IdSoftVul using the python 
language, allowed us to transform the vulnerability database 
of cvedetails.com by recoding it into numerical data, as 
illustrated below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Then, applying by the ELBOW method, the graph 3 shows 
that the number k of cluster k can take the values three (3) 
and four (4) as shown below: 
 
 
 
 
 
 
 
 
 
 
 

Fig 2:Recode database preview 

Fig 3:ELBOW method 
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Finally, IdSoftVul allows us to identify families of 
unknown software vulnerabilities for which businesses or 
organizations should be careful. 
 
Case 1: For K = 3, these clusters represent three families of 
unknown vulnerabilities. 
They are assessed by the silhouette index with an average 
silhouette score of 0.55 represented by the vertical red line. 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Case 2: For K = 4, These clusters represent four families of 
unknown vulnerabilities. They are assessed by the 
silhouette index with an average silhouette score of 0.54 
represented by the vertical red line. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The average silhouette score in Case 1 and Case 2ϵ                       
[0.51, 1]. According to the Silhouette Scale, this means that 
the identification of the families of software vulnerabilities 
discovered are good qualities, as shown in the table below. 
 

Table 1:IdSoftVul performance 

In short, we can say that the IdSoftVul algorithm is a good 
model for identifying software vulnerabilities. 
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CAS Number of 
clusters 

Average score 
silhouette 

Nature of the 
structure 

Cas 1 3 0.55 High 
Cas 2 4 0.54 High 

Fig 4:Families of unknown vulnerabilities for k = 3 

Fig 5: Families of unknown vulnerabilities for k = 4 


