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Summary 
One of the essential parts of human life is healthcare. Heart disease 
is one of the worst diseases, claiming the lives of millions of 
people all over the world. Accordingly, heart disease prediction is 
considered a significant aspect of clinical data analysis. Therefore, 
numerous research has been conducted to create machine-learning 
algorithms for the early detection of heart disorders in order to 
assist clinicians in the design of medical procedures. Traditional 
methods have been limited by their inability to generalize 
adequately to new data not seen in the training set. This paper 
proposes a hybrid bidirectional LSTM and 1D CNN architecture 
with Bayesian optimization for hyperparameters to increase the 
accuracy of heart disease prediction. The performance of the 
proposed 1D CNN-BiLSTM approach is validated via evaluation 
metrics, namely, accuracy, specificity, sensitivity, and area under 
the receiver operating characteristic (ROC) curve by using two 
datasets from the University of California, namely, Cleveland and 
Statlog. The experimental results confirm that the proposed 
approach attained the high heart-disease-prediction accuracies of 
89.01% and 82.72% on the Cleveland and Statlog datasets, 
respectively. Furthermore, the proposed approach outperformed 
other state-of-the-art prediction methods. 
Key words: 
Cleveland dataset; 1D CNN; Bi-LSTM; Heart-disease prediction; 
Statlog dataset. 

1. Introduction 

Heart disease is the leading cause of mortality in today's 
world. The constriction of coronary arteries that feed blood 
to the heart is the most common cause of heart disease, also 
known as cardiac disorders. There are several ways for 
identifying heart problems, such as Angiography. However, 
they are pretty expensive and might cause specific 
responses in the body of the patient. This keeps these 
approaches from being widely used in nations having a 
significant number of impoverished people.   
 According to the latest World Health Organization 
(WHO) data, heart disease is responsible for approximately 
37% of all fatalities worldwide. According to the 
predictions, heart disease will raise the global death rate by 
2030 [1]. Therefore early identification of heart disorders is 
important for reducing Heart Failure (HF) symptoms and 

extending patients' lives [2]. Many researches have recently 
been conducted in order to enhance the early detection of 
heart problems and minimize fatalities. Machine learning 
and deep learning have been utilized in several research 
articles to diagnose heart disease and predict if a patient has 
heart disease. Helwan et al. [3] presented a backpropagation 
neural network (BPNN) to identify heart disease utilizing 
six hidden layers and a 60:40 data sharing ratio. This 
demonstrates that BPNN is more effective and precise in the 
detection of heart disease, with an accuracy rate of 85%. 
Deep learning is a modern artificial intelligence approach 
that has been used for successful analysis in a variety of 
disciplines. Deep learning approaches speed up processing 
large amounts of data effectively, outperforming standard 
machine learning algorithms like SVM, random forest, and 
Naive Bayes. Although studies have been conducted by 
many authors in heart disease prediction, implementing 
hybrid deep learning methods and investigating more in the 
pre-processing step is still insufficiently explored to 
improve the accuracy rate of heart disease prediction. 
 The main contribution of this paper is to develop a 
hybrid approach, called 1D CNN Bi-LSTM, for heart-
disease prediction. First, data pre-processing is applied. 
After that, we implemented a hybrid bidirectional LSTM 
and 1D CNN architecture with Bayesian optimization for 
hyperparameters. Finally, the proposed 1D CNN Bi-LSTM 
is validated via evaluation metrics, namely, accuracy, 
specificity, and area under the receiver operating 
characteristic (ROC) curve by using two heart-disease 
datasets from the University of California (UCI), Irvine, 
machine learning repository [4], namely, Cleveland and 
Statlog. Experimental results show that the proposed 
method achieves high prediction accuracies. 
 The rest of this paper is structured as follows. 
Section 2 illustrates the related work. The materials and 
proposed approach are discussed in Section 3, including the 
description of both the datasets, describe the architecture of 
the proposed method, and classification process. The 
experimental results are provided in Section 4, including a 
comparative analysis of our method with those in the 
literature. Finally, the conclusions are drawn in Section 5. 
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Fig. 1.  Block Diagram of the proposed method. 

2. Related Works 

Several publications have appeared in recent years focus on 
developing a heart disease diagnosis system using machine 
learning, deep learning, and data mining techniques for 
early prediction. The recently published related researches 
are summarized in this section. 
 Subbalakshmi et al. [5] implemented the Nave 
Bayes data mining approach to predict heart disease from 
303 cases (UCI Machine Earning Repository), with an 
accuracy of 82.31%. Sundar et al. [6] applied Nave Bayes 
to identify the probability of a patient developing the heart 
disease, based on [5]. A weighted associative classifier and 
Nave Bayes obtained recognition rates of 84% and 78%, 
respectively. The data mining approach is also employed by 
Chaurasia et al. [7] to examine heart disease utilizing 11 
features from the UCI Machine Learning Repository. They 
applied Nave Bayes and J48 decision trees to model the data, 
with recognition rates of 82.31% and 84.35%, respectively. 
Revett et al. [8] deployed the use of rough sets to determine 
the information content of each subset of the feature space.  
Subsequently, on the Cleveland, Hungarian, Switzerland, 
and SPECTF datasets, Saqlain et al. [9] used the Fisher 
score and Matthews correlation coefficient as an FS method 
and SVM for binary classification to identify heart disorders. 
Three performance measures were used to verify their 
method: accuracy, specificity, and sensitivity. Because the 
authors utilized FS in their research, they needed to evaluate 
a variety of FS algorithms to improve prediction accuracy.  
 Recently, Mohammed et al. [10] developed a 
hybrid model by combining ANN, SVM, and NB for 
cardiac disease prediction. They achieved an overall 
accuracy of 88%. After that, Chu-Hsing et al. [11] proposed 
employing deep learning models to identify heart illness; 
the author utilized the Cleveland dataset. In this study, a 
deep learning algorithm with varying numbers of hidden 

layers was evaluated. The model was also examined with 
and without a category model. The findings show that the 
accuracy attained is high. Ghosh et al. [12] used machine 
learning algorithms with Relief and least absolute shrinkage 
and selection operator (LASSO) feature selection 
techniques, such as gradient tree boosting [13]. 

3. Materials and Proposed Method 

We aim to discriminate between patients with heart disease 
and those who are healthy. Therefore, the experimental 
method was developed as a hybrid bidirectional LSTM, and 
1D CNN architecture with Bayesian optimization for 
hyperparameters is proposed to classify heart disease. The 
features were tested to evaluate how successful different 
machine learning (ML) techniques were at diagnosing heart 
disease. Validity and efficiency evaluations metrics for the 
model were computed. We perform a data pre-processing 
step, in which an embedding layer is implemented on 
categorical features to be converted to embedding vectors. 
The overall workflow of the proposed method is illustrated 
in Fig. 1. Four tasks have to be performed for heart disease 
prediction: (1) data pre-processing, (2) 1D CNN-BiLSTM 
utilization, (3) binary classification, and (4) performance 
measurement. In the following subsections, we describe the 
datasets, and then each step of the proposed method is 
discussed [4]. 

3.1 Datasets Description 

Two datasets from the UCI machine-learning library, 
Statlog, and Cleveland are employed in the proposed 
method [4]. The (Num) variable represents two heart 
disease diagnosis values: 0 signifies healthy (the patient has 
no heart disease), and 1 indicates unhealthy (the patient has 
the heart disease). In the Statlog dataset, 120 records have 
the value (1), while 150 have the value (0), as seen in Fig. 
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2. In addition, 165 records in the Cleveland dataset have the 
value (1), whereas 138 have the value (0). The dataset is 
divided into two parts. We used 70% for training, and the 
remaining 30% is used for the test set (unseen data). The 
training set is further split into a train set and validation set 
to train the algorithm and optimize the parameters. 

Fig. 2.  Distributions for the Statlog and Cleveland datasets. 

3.2 Data pre-processing 

The data of numerical features are scaled using min-max 
normalization. We implemented fit transform on the 
training set and transformed it for validation and test set. 
This process has been gaining importance because all 
features may have different data types. It eliminates the 
numerical difficulties due to the different range of values 
during the computation process. This technique converts a 
value 𝑎  to 𝑎̀  in the range of ሾ𝑚𝑎𝑥_ 𝑛𝑒𝑤 െ 𝑚𝑖𝑛_ 𝑛𝑒𝑤ሿ as 
follows:  
 

𝑎̀ ൌ
 𝑎 െ 𝑎௠௜௡

 𝑎௠௔௫ െ 𝑎௠௜௡
ൈ ሾ𝑚𝑎𝑥_𝑛𝑒𝑤

െ 𝑚𝑖𝑛_𝑛𝑒𝑤ሿ ൅ 𝑚𝑖𝑛_𝑛𝑒𝑤; 

(1)

where from  𝑚𝑖𝑛_ 𝑛𝑒𝑤 to 𝑚𝑎𝑥_ 𝑛𝑒𝑤 denotes the range of 
the transformed values. We implemented 𝑚𝑖𝑛_ 𝑛𝑒𝑤 ൌ 0  
and 𝑚𝑎𝑥_ 𝑛𝑒𝑤 ൌ 1. After that, these transformed values 
were used as input for the 1D CNN-LSTM architecture. 

3.3 Convolutional Neural Network 

Convolutional Neural Network (CNN) is a deep learning 
technique that uses convolutional neural networks. It is a 
type of feed-forward artificial neural network that is widely 
utilized [14]. CNN was created by LeCun in the early 1990s 
[15]. A CNN is a multilayer perceptron that is comparable 
to a multilayer perceptron (MLP). The design of the model 
permits CNN to exhibit translational and rotational 
invariance because of this unique structure [16]. In general, 
a CNN consists of one or more convolutional layers, related 
weights and pooling layers, and a fully connected layer [17]. 
The convolutional layer uses the local correlation of the 
information to extract features. 

3.3.1 Convolutional layer 

This layer computes a dot product (or convolution) of each 
subregion of the input data using a kernel, adds it with a bias, 
and then passes it through an activation function to generate 
a feature map for the following layer   [18, 19].  

 If the input vector for beat samples is  𝑥௜
଴ ൌ

ሾ 𝑥ଵ, 𝑥ଶ, … , 𝑥௡ሿ,  and n is the number of samples per beat; 
then, the output values are calculated using Eq. (2) [19]. 

𝐶௜
௟,௝ ൌ ℎሺ𝑏௝ ൅ ෍ 𝑤௠

௝ 𝑥௜ା௠ିଵ
଴௝

ெ

௠ୀଵ

ሻ (2)

Hither, 𝑙  is the layer index; ℎ  denotes the activation 
function used to impart non-linearity to this layer, and 𝑏 
denotes the bias term for the 𝑗௧௛  feature map. The 
kernel/filter size is specified by 𝑀, while the weight for the 
𝑗௧௛feature map and 𝑚௧௛ filter index is specified by 𝑤௠

௝ . 

3.3.2 Batch normalization 

Batch-by-batch, the training data is acquired.  Consequently, 
the batch distributions are non-uniform and unstable and 
must be fitted using the network parameters in each training 
cycle, significantly slowing the model's convergence. To 
address this issue, a convolutional layer is followed by an 
adaptive reparameterization technique known as batch 
normalization. The batch normalization method determines 
the mean 𝜇஽ and variance 𝜎஽

ଶ of each batch of training data 
and then adjusts and scales the original data to zero-mean 
and unity-variance. Furthermore, weight and bias are 
applied to the shifted data 𝑥ො௟ to enhance their expressive 
power. Equations 3-6 provide the necessary computations. 
The batch normalization algorithm's reparameterization 
greatly relieves coordinating updates across layers in the 
neural network. 

𝜇஽ ൌ
1
𝑚

෍ 𝑥௜

௠

௜ୀଵ
 

(3)

𝜎஽
ଶ ൌ

1
𝑚

෍ ሺ𝑥௜ െ 𝜇஽ሻଶ
௠

௜ୀଵ
 

(4)

𝑥ො௟ ൌ
𝑥௜ െ 𝜇஽ 

ඥ𝜇஽
ଶ ൅  𝜖

 (5)

𝑦௜ ൌ 𝛾𝑥ො௟ ൅  𝛽 (6)

3.3.3 Max-pooling layer 

The pooling layer is also known as the sub-sampling layer.  
In the proposed method, the 1-D max-pooling layer is 
applied after the 1-D convolutional layer and batch 
normalization layer, which conducts a down sampling 
operation on the features to decrease their size [18]. It 
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accepts small rectangular data chunks and generates a 
unique output for each block [18]. This can be 
accomplished in a variety of ways. The Maxpooling 
procedure is employed in this paper to determine the 
maximum value in a collection of adjacent inputs [19]. Eq. 
(7) defines the pooling of a feature map within a layer [19]. 
 

𝑝௜
௟,௝ ൌ maxc

௥ ∈ ோ ௜ ൈ்ା௥
௟,௝   (7) 

The pooling window size is denoted by R, while the pooling 
stride is denoted by T. Subsequently, the acquired features 
are transformed to a single one-dimensional vector for 
classification using multiple convolutional and max-
pooling layers [18]. These classification layers are fully 
connected, besides each classification label corresponding 
to a single output type. Compared to other techniques, such 
as depth, feedforward neural networks, CNN requires fewer 
experimental parameter values and minimum pre-
processing and pre-training algorithms [20].  Consequently, 
it is a highly appealing framework for deep learning. 

3.4 Bidirectional Long Short-Term Memory model 

Since deep learning is the most sophisticated type of 
machine learning available today, there is a growing variety 
of neural network models available for application with 
real-world situations. In this paper, an effective deep 
learning method was utilized to demonstrate its distinctive 
and fascinating problem-solving techniques. It is referred to 
as the long short-term memory due to its memory-oriented 
features.  

The Bi-LSTM is a deep learning technique that efficiently 
analyzes data and extracts the important features necessary 
for prediction. This technique is an extension of Recurrent 
Neural Network (RNN). The predecessors designed the new 
network structure of LSTM [21] to overcome the 
“vanishing gradient” problem of the previous RNN 
structure. Input gate, output gate, forgetting gate, and 
memory unit are all part of the LSTM structure (Cell) [22]. 
One-layer neural network controls the forget gate in the 
memory block structure. Eq. (8) [23] is used to determine 
the activation of this gate.  

𝑓௧ ൌ  𝜎ሺ𝑊ሾ𝑥௧, ℎ௧ିଵ, 𝐶௧ିଵሿ  ൅ 𝑏௙ሻ (8)

Whereas the input sequence is denoted by 𝑥௧; ℎ௧ିଵ denotes 
the previous block output; 𝐶௧ିଵ denotes the previous LSTM 
block memory; 𝑏௙  denotes the bias vector. 𝑊 denotes 
individual weight vectors for each input, 𝜎 while denotes 
the logistic sigmoid function.  
 

The input gate is a part in which a basic NN with the tanh 
activation function and the prior memory block effect is 
used to create new memory. Eqs. (9) and (10) are used to 
compute these operations [23]. 

𝑖௧ ൌ 𝜎ሺ𝑊ሾ𝑥௧, ℎ௧ିଵ, 𝐶௧ିଵሿ  ൅ 𝑏௜ሻ (9)

𝐶௧ ൌ 𝑓௧ ⋅ 𝐶௧ିଵ ൅ 𝑖௧ ⋅ tanhሺሾ𝑥௧, ℎ௧ିଵ, 𝐶௧ିଵሿሻ ൅ 𝑏௖ (10)

Consciously designing and remembering long-term 
information may prevent long-term dependencies, which is 
the default behavior of LSTM in practice. 

The one-way LSTM is reliant on past data; however, this is 
not always adequate. The Bi-LSTM analyzes data in two 
directions. The hidden layer of Bi-LSTM holds two values 
[24], one of which is used in the forward computation and 
the other in the reverse calculation. The final output of Bi-
LSTM is determined by these two values, which tends to 
enhance the prediction performance [25]. 

3.5 1- Dimensional CNN-BiLSTM proposed method 

The 1-dimensional CNN (1D CNN) is identical to 
traditional 2D CNN, except that the convolution operation 
is only performed to one dimension, resulting in a shallow 
architecture as shown in Fig. 3. in that can be readily trained 
on a regular CPU or even embedded development boards 
[26]. The convolution process aids in the discovery of 
meaningful hierarchical features from a dataset for 
classification. The following equation may be used to 
determine the dimensions of the output features after 1D 
CNN: 

𝑥 ൌ
𝑤 ൅ 2𝑝 െ 𝑓

𝑠
൅ 1 

(11) 

where 𝑥 denotes the output dimension, and 𝑤 denotes the 
size of the input features. The size of the filter used for 
convolutions is indicated by 𝑓, and 𝑝 stands for padding, 
which is the addition of values to the border before 
performing convolution. The variable 𝑠  means stride, 
which is the distance traveled after executing the 
convolution process. 

The one-dimensional convolution operation is a linear 
process that cannot be used to classify nonlinear data. Most 
real-world datasets are nonlinear, necessitating nonlinear 
operations following convolution. An activation function is 
a type of nonlinear function. The most utilized activation 
functions include the sigmoid, hyperbolic tangent, rectified 
linear unit (ReLU), and Exponential Linear Unit (ELU). 
The proposed CNN architecture employs the ELU 
activation function, which is simple to implement and 
enables quicker processing.  
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Fig. 3.  The 1D CNN architecture. 

 

Moreover, it fixes some of the problems with ReLUs and 
keeps some of the positive things. It also does not have any 
issues with disappearing or bursting gradients. The 
proposed 1D CNN-BiLSTM is illustrated in Algorithm 1. 

3.5.1 Bayesian hyper-parameters optimization 

Bayesian optimization is used to automatically adjust 
hyper-parameters to achieve a trade-off between data 
overfitting and the high accuracy of the proposed model. In 
the present study, the Bayesian optimization algorithm 
(BOA) determines the most suitable hyper-parameters. 
BOA is a very effective method for determining the extrema 
value of a black-box function, and it is beneficial when 
objective function evaluations are expensive [27]. The 
standard BOA [28] method works by fitting a Gaussian 
process model to the known data and calculating the 
posterior sample location using the Gaussian process model. 

The best set of hyper-parameters of 1D-CNN extracted 
from the implementing Bayesian optimization is shown in 
Table 1. list of hyperparameters that includes 
num_dense_hidden_units which represent several dense 
layers, lstm_hidden_units denotes the dimensionality of the 
output space in LSTM, conv_filters represents several 
filters in 1D-convolution layer, out_dense_hidden_units 
represents the number of dense output layers, and 
emb_dimensions represents the dimensions for the 
embedding layer. 

Table 1: Bayesian hyper-parameters optimization values for the proposed 
method. 

Hyper-parameter Range of values 
The best 

value 

num_dense_hidden
units 

From 32 to 512 (with step 32) 96 

lstm_hidden_units From 8 to 128 (with step 8) 16 

conv_filters From 8 to 128 (with step 8) 64 

out_dense_hidden_
units

From 8 to 64 (with step 8) 48 

emb_dimensions From 30 to 300 (with step 30) 270 

 
ALGORITHM 1: HYBRID PROPOSED METHOD 1D CNN-BILSTM  

Input: Dataset 𝐷௧௥௔௜௡ , 𝐷௧௘௦௧ of data 
CNN Parameters 𝑃  

Output: Classification prediction results 𝑅 of test data 

1. Loading input data 
2. Split the dataset into 𝐷௧௥௔௜௡ and 𝐷௧௘௦௧ - 70-30 split 
3. Split 𝐷௧௥௔௜௡  into train and validation set to train the 

algorithm and optimize the parameters 
4. Data preprocessing of the dataset 𝐷௧௥௔௜௡ , 𝐷௧௘௦௧ 

a. Min-max normalization as shown in Eq. (1). 
5. Initialize 1D CNN–BiLSTM model parameters 

a. As shown in Eq. (11) 
6. Embedding layer to convert categorical features to 

embedding vectors 
7. Dense layer to process the numerical features 
8. BiLSTM layers enhance extracting the important 

features for prediction. 
9. 1D CNN layer. Eq. (2) 
10. Dropout layers to prevent overfitting 
11. Batch normalization layer 

a. As described in Equations 3-6. 
12. Global max pooling layer  

a. As shown in Eq. (7) 
13. Dense layers 
14. Fully connected layers 
15. Sigmoid final layer 
16. Get 𝑃௕௘௦௧ ൌ  𝑔𝑒𝑡𝐵𝑒𝑠𝑡𝑃𝑎𝑟𝑎𝑚𝑠ሺ𝑃ሻ  using Bayesian 

hyper-parameters optimization 
17. For 𝑒𝑎𝑐ℎ 𝑡𝑟𝑎𝑖𝑛 𝑒𝑝𝑜𝑐ℎ 
18. Train the proposed model 𝑇𝑟𝑎𝑖𝑛ሺ𝑃௕௘௦௧ሻ 
19. End for 
20. Evaluate the model on 𝐷௧௥௔௜௡ , 𝐷௧௘௦௧ 
21. implement performance measures on classification 

3.6 Classification 

The input to the architecture will be the 13 features that are 
important in the classification of heart disease. The input to 
the architecture will be the 13 features that are important in 
the classification of heart disease. These features are 
converted to a new representation called word embedding 
by the layer called Embedding Layer. It is like the Bag of 
Words concept used for text data. This layer is implemented 
on categorical features to be converted to embedding 
vectors, which helps better represent the dataset according 
to unique values present in each of the features. The output 
of the Embedding layer is given to the 1D CNN layer for 
feature extraction. There can be multiple convolution layers 
in the architecture followed by an activation function. The 
proposed architecture uses two 1-D convolution layers with 
128 filters and filter sizes of 1. The output of the final 
convolution layer is passed through the global max-pooling 
layer, which pools the maximum value from all the channels 
and reduces the dimension of output. The global max-
pooling output is passed through the fully connected layer 
with 320 neurons which extracts the useful features for 
classification. To improve the performance of the CNN, the 
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convolutional and flatten layers are often followed by batch 
normalization and dropout layer. The CNN parameters were 
adjusted using the Adam optimizer [29], an adaptive 
learning-rate optimization method developed from the term 
"adaptive moments" to decrease the loss of the CNN. Adam 
calculates the gradients of the CNN parameters and updates 
them after each training cycle. The Adam optimizer was 
adjusted with a learning rate = 0.0002. The final layer 
contains a single neuron which gives the classification 
probability. The final layer uses the sigmoid activation 
function as it directly gives the probability for binary 
classification. The proposed 1D CNN-BiLSTM architecture 
contains around 0.09 million trainable parameters, which 
will get adapted during the network's training. It was 
observed that general CNN architecture overfitted the 
training data meaning that training accuracy was very high 
and validation accuracy was low. The dropout technique 
was introduced to remove overfitting. It removes random 
neurons with a certain probability during training which 
allows the difference. 

3.7 Performance measures 

Four metrics were used to evaluate the classification 
models' performance: accuracy, recall, precision, receiver 
operating characteristic (ROC), and area under the ROC 
curve (AUC). The rate of the correctness of a classifier is 
represented as accuracy. Consequently, we divide the total 
number of records by the sum of true positive (TP) and true 
negative (TN) records, which represents the sum of TN, TP, 
false negative (FN), and false-positive (FP). Thus, accuracy 
denotes the ratio of correctly predicted records to the total 
number of records, as shown in Eq. (12). The recall 
represents the rate of values that measures positive records 
that the classifier correctly predicted. Moreover, it is called 
true positive rate (TPR) or sensitivity. Thus, recall is 
calculated as shown in Eq. (13). Precision is the ratio of TP 
records to the total of positively predicted records, as shown 
in Eq. (14). The ROC curve is a graph of TPR versus false-
positive rate (FPR), where TPR is on the y-axis and FPR on 
the x-axis. The AUC metric is used to calculate AUC, and 
it describes the separability measurement or degree. It 
informs how the model can identify among classes. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
ሺ𝑇𝑁 ൅ 𝑇𝑃ሻ

 𝑇𝑁 ൅ 𝑇𝑃 ൅ 𝐹𝑁 ൅ 𝐹𝑃
 

(12)

𝑅𝑒𝑐𝑎𝑙𝑙 ൌ
𝑇𝑃

 𝐹𝑁 ൅ 𝑇𝑃
 

(13)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
𝑇𝑃

 𝐹𝑃 ൅ 𝑇𝑃
 

(14)

4. Experiments Results and Discussion 

This section presents and discusses the proposed method 1D 
CNN-BiLSTM, which is validated on two public datasets, 
namely, Statlog and Cleveland. After that, the classification 
performance of our method is compared with other machine 
learning algorithms. Moreover, the implementation of 
Bayesian optimization on 1D CNN-BiLSTM 
hyperparameters is discussed. 

The proposed architecture is trained for 500 epochs with a 
batch size of 32. The binary cross-entropy function is used 
as a loss function to calculate the loss between the true value 
and the predicted value. This function has to be minimized 
using some optimization algorithm to achieve convergence. 
The Adam optimization algorithm is employed for training 
as it has a faster convergence time and does not zigzag 
around the local minima. 

4.1 Experimental setup 

In this section, we evaluate the efficacy of the proposed 
model by implementing our experiments on two datasets, 
namely, Statlog and Cleveland datasets. All the 
computations are conducted on intel i7 CPU and 16 GB 
RAM. It also has nvidia 2070 GPU, which helps in training 
the method faster. Moreover, the Python programming 
software packages scikit-learn and Keras are used for the 
experiments. 

4.2 Results of the Statlog dataset 

The model was applied on the Statlog heart-disease dataset, 
which had 13 features. All the 270 heart disease records of 
the dataset were considered. In the experiment, we 
performed the train/test holdout validation. The data were 
split as 70% for training and 30% for testing. The model 
was trained on 189 records and tested on the remaining 81 
as unseen data. The primary reason behind using this 
distribution is to satisfactorily compare our approach with 
those in other researches on the same dataset. We ran the 
same experimental procedure five times, following which 
the mean of the five results was calculated. Fig. 4 depicts 
the training and validation accuracies of the single CNN 
across different learning epochs. After that, Table 2 
compares the results of using 1D CNN with and without 
BiLSTM for the Statlog dataset. The results show that 1D 
CNN with BiLSTM is better than the other without 
BiLSTM. Moreover, Table 3 compares the results of this 
proposed method with other researches. The proposed 
approach achieves better classification results than those of 
most methods. The experimental results on the Statlog 
dataset confirm that the proposed approach achieves the 
accuracy rates of 90.91% and 81.48% for the training set 
and test set, respectively.  
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Table 2. Compare the proposed method with 1D CNN on the Statlog 
dataset. 

Model 
Training 
Acc (%) 

Test 
Acc 
(%) 

Precisio
n (%) 

Recall 
(%) 

F1 
Score 
(%) 

1D CNN 90.15 81.18 83 82 82 

1D CNN-
BiLSTM 
(Our) 

90.91 82.72 82 83 83 

 
Table 3. Benchmarking our method with others in the literature on the 
Statlog dataset. 

Study Method Acc (%)

El-Bialy et al. [30] 
C4.5 algorithm and fast 

decision tree 
76.60 

Long et al. [31] 
Chaos-based firefly 

algorithm, rough set & 
type-2 fuzzy logic 

78.78 

Our method 1D CNN-BiLSTM 82.72 
 

 

 

Fig. 4.  Training and validation accuracies of the single CNN 

across different learning epochs. 

 

 

Fig. 5.  Training and validation accuracies of the single CNN 

across different learning epochs. 

4.3 Results of the Cleveland dataset 

The model was applied to the Cleveland heart disease 
dataset, which had 13 features. All the 303 heart disease 
records of the dataset were considered. In the experiment, 
we performed the train/test holdout validation. The data 

were split as 70% for training and 30% for testing. The 
model was trained on 212 records and tested on the 
remaining 91 as unseen data. The primary reason behind 
using this distribution is to satisfactorily compare our 
approach with those in other researches on the same dataset. 
We ran the same experimental procedure five times, 
following which the mean of the five results was calculated. 
The training and validation accuracies of the single CNN 
across different learning epochs is shown in Fig. 5. 
Furthermore, Table 4 compares results of using 1D CNN 
with and without BiLSTM for the Cleveland dataset. The 
results show that 1D CNN with BiLSTM is better than the 
other without BiLSTM. In addition, Table 5 compares the 
results of this proposed method with those of recent 
researches. The proposed approach achieves better 
classification results than those of most methods. The 
experimental results on the Cleveland dataset confirm that 
the proposed approach achieves the accuracy rates of 
90.51% and 89.01% for the training set and test set, 
respectively.  

Table 4. Compare the proposed method with 1D CNN on the Cleveland 
dataset. 

1D CNN 
Model 

Training 
Acc (%)

Test 
Acc 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
Score 
(%) 

without 
Bi-LSTM

89.86 87.90 88 87.5 87.5 

With 
BiLSTM

90.45 89.01 89 88 89 

 
Table 5. Benchmarking our method with others in the literature on the 
Cleveland dataset. 

Study Method Acc (%)

Harkulkar et al. [32] CNN algorithm 75.2 

Chu-Hsing et al. [11] CNN 80 

Paul et al. [33] 
Correlation coefficient, 

GA & fuzzy rules 
80 

Vivekanandan and 
Iyengar [34] 

Integrated model of 
fuzzy AHP & ANN 

83 

Mohammed et al.[10]
Hybrid model by 

combining ANN, SVM, 
and NB 

88 

Gokulnath and 
Shantharajah [35] 

GA & SVM 
88.34 

Our method 1D CNN-BiLSTM 89.01 

4.4 Comparative Experiments Results 

The epoch indicates how often the training set is chosen to 
update the weights. The model's ability to generalize 
learning improves as the number of epochs increases. Using 
a high number of epochs may result in an overfitting issue 
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on the training set, which will result in the model 
performing poorly on the validation or test sets. As such, it 
is critical to determine the optimal number of epochs. 
Tables 6 and 7 present the empirical results of implementing 
different epochs for the proposed method on the Cleveland 
and Statlog datasets, respectively, where the performance of 
classification increases substantially as the number of 
epochs increases. After that, the empirical findings in 
Tables 8 and 9 demonstrate that various activation functions 
with final layer functions are used for the proposed method 
on the Cleveland and Statlog datasets, respectively. It has 
been found that (sigmoid + elu) achieved the highest while 
Softmax + (elu/relu) achieved the least in test accuracy, 
precision, recall, and F1 score. Elu does not suffer from the 
problem of vanishing gradients and exploding gradients. 
Elu dose not suffer from the problems of dying neurons and 
has proved to be better compared to relu. Table 10 compares 
the results of the proposed method for Cleveland dataset 
with other models. We compare the performance measures 
on accuracy, precision, recall and f1 score for logistic 
regression, SVM, Naïve bayes, KNN, Decision trees and 
RF.  From the different classifiers results presented in Table 
10, we can see that SVM and KNN achieve higher 
accuracies, 89.62% and 85.38%, respectively. In contrast, 
decision trees achieved the least accuracy, 83.60%. Finally, 
our proposed method 1D CNN-LSTM achieved 90.45% in 
accuracy. It has been found that our proposed method 
overcomes the other classifiers and increases the average 
accuracy by 0.83% compared to the SVM. The 
experimental results of the proposed method approve the 
efficiently of this deep learning technique in analyzing data 
and extracting the important features necessary for 
prediction. 

Table 6. Performance of different number of epochs for the proposed 
method on the Cleveland dataset. 

Epochs 
Training 
Acc (%) 

Test 
Acc 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
Score 
(%) 

50 81.76 81.32 83 83 82 
100 87.84 87.91 89 87 88

500 90.45 89.01 89 88 89 
 

Table 7. Performance of different number of epochs for the proposed 
method on the Statlog dataset. 

Epochs 
Training 
Acc (%) 

Test 
Acc 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
Score 
(%) 

50 83.33 80.25 80 79 80 
100 88.64 81.48 82 82 81

500 90.91 82.72 82 83 83 
 

 

Table 8. Performance of using different activation and final layer functions 
for the proposed method on the Cleveland dataset. 

Activation 
function 

Training 
Acc (%)

Test 
Acc 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
Score 
(%) 

Softmax + 
(elu/relu) 

54.05 54.95 27 50 35 

Sigmoid + 
relu 

92.57 86.81 88 86 86

Sigmoid 
+ elu 

90.45 89.01 89 88 89 

 

Table 9. Performance of using different activation and final layer functions 
for the proposed method on the Statlog dataset. 

Activation 
function 

Training 
Acc (%)

Test 
Acc 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
Score 
(%) 

Softmax + 
(elu/relu) 

54.05 54.95 27 50 35 

Sigmoid + 
relu 

92.57 86.81 88 86 86

Sigmoid 
+ elu 

90.91 82.72 82 83 83 

 

Table 10. Compare performance for the proposed method with other 
models on the Cleveland dataset. 

Model 
Training 
Acc (%)

Test 
Acc 
(%) 

Precision 
(%) 

Recall 
(%) 

F1 
Score 
(%) 

Logistic 
regression

85.38 80.22 80 80 80 

SVM 89.62 79.12 78 79 77

Naive 
Bayes 

85.38 81.32 81 82 82 

KNN 88.68 84.62 84 84 84 
Decision 
trees 

83.60 79 80 79 79

RF 84.50 81 81 81 81 

Our 90.45 89.01 89 88 89 

 

5. Conclusion 

The goal of this paper is to enhance the prediction of early 
diagnosis of heart disease. This paper presents a 1D CNN-
BiLSTM approach to increase the accuracy of heart-disease 
diagnosis. The proposed approach achieved high accuracy 
of 89.01% and 82.72% on the Cleveland and Statlog 
datasets, respectively. After that, the results of the proposed 
method with LSTM are compared with the results without 
using LSTM and found that it outperforms in the accuracy. 
Moreover, it outperformed the existing state-of-the-art 
methods on the same datasets. Furthermore, we protected 
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our model from overfitting by using the dropout layer in 
CNN architecture. Hence, our experimental results 
confirmed that the proposed approach enhanced the 
decision-making process of the practitioners during heart 
disease diagnosis. 
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