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Abstract 
Nowadays microblogs have become the most popular platforms to 
obtain and spread information. Twitter is one of the most used 
platforms to share everyday life event. However, rumors and 
misinformation on Arabic social media platforms has become 
pervasive which can create inestimable harm to society. Therefore, 
it is imperative to tackle and study this issue to distinguish the 
verified information from the unverified ones. There is an 
increasing interest in rumor detection on microblogs recently, 
however, it is mostly applied on English language while the work 
on Arabic language is still ongoing research topic and need more 
efforts. In this paper, we propose a combined Convolutional 
Neural Network (CNN) and Long Short-Term Memory (LSTM) 
to detect rumors on Twitter dataset. Various experiments were 
conducted to choose the best hyper-parameters tuning to achieve 
the best results. Moreover, different neural network models are 
used to evaluate performance and compare results. Experiments 
show that the CNN-LSTM model achieved the best accuracy 0.95 
and an F1-score of 0.94 which outperform the state-of-the-art 
methods. 
Key words: 
Rumor Detection, Natural Language Processing, Convolutional 
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1. Introduction 

Due to the increasing use of internet around the world, it is 
become very easy to spread rumors and fake news. 
According to [1] an increasing amount of people rely on 
information shared via social media platforms. This 
includes Facebook, YouTube, Twitter etc. However, there 
is no restriction while posting any news on these platforms. 
Thus, some people may spread fake news against certain 
individuals or organizations. Twitter has been considered as 
one of the most widely used social networking platform for 
sharing and spreading news in the Arab world [2]. The ease 
nature of Twitter to share and spread news with others 
makes it a challenging environment to study and analyze the 
behavior of deceptive and unverified information and how 
to eliminate and detect them. In recent years, the use of 
Arabic language in social media has been increased. Despite 
the number of studies published in different languages 
about detecting rumors and misinformation, there is a lack 
of Arabic studies being conducted in the same language 
compared to other languages especially English.  
A rumor can be defined as the information whose truth 
value is unverifiable [3]. Likewise, another paper [4] define 
rumor as unverified information that may not be untruthful 

in some cases. In contrast, Seo et al. [5] consider rumor as 
a false information anyway. On Twitter, a rumor is a set of 
tweets contain the same unverified statement, which 
propagate through the network. Thus, a rumor can be spread 
easily on the web especially microblogs platforms, resulting 
in widespread real-world impact. Rumor detection is one of 
the most challenging tasks in text classification which is the 
process of assigning categories or classes to a certain text 
based in its content. It is one of the essential tasks in Natural 
Language Processing (NLP) which has attracted many 
researchers in this filed recently.  
Machine learning which is part of artificial intelligence that 
automate the learn process of any system in order to 
perform different actions [6]. Machine learning classifiers 
includes supervised, unsupervised, and reinforcement 
algorithms can be used for different purposes such as rumor 
and fake news detection.  
However, due to the emergence of deep learning, it has been 
widely considered that it can improve text classification 
tasks and in rumor detection field compared to traditional 
methods. DL models such as convolutional neural networks 
(CNN) and recurrent neural networks (RNN) have shown 
remarkable results in text classification tasks. Therefore, 
our work in this paper follows this approach to develop a 
DL model for detecting rumors on Arabic language. A 
hybrid DL model is proposed to examine rumor detection 
on social media platform. The proposed approach is a 
combination of CNN and LSTM architectures which called 
CNN-LSTM. The experimental results showed the 
effectiveness of our hybrid model compared to the other 
existing works.  
The major contribution of this paper is as follows: 

 Review the existing research on rumor 
detection on social media. 

 Use deep learning methods to classify text as 
rumor or non-rumor. 

 Examine the use of word embedding over the 
traditional features and compare results. 

 Compare the efficiency of our proposed model 
with other baseline methods. 

The remainder of the paper is organized as follows: in 
section 2 we demonstrate related work. The used dataset is 
described in section 3. In section 4 and 5, we present the 
proposed methodology and analyze the results. Finally, 
section 6 concludes the study and gives some 
recommendation for the future work. 
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2. Motivation 

Detecting rumors is a critical task in reducing the 
dissemination of misleading knowledge within social 
networking sites. The work on English language is active 
and has a lot of contributions unlike the Arabic language. 
The field of rumor detection on Arabic language is still in 
an early stage compared to the other languages. However, 
Arabic language considered as one of the major languages 
in the world. Arabic text classification is an active research 
topic these days. Though, it is a complicated classification 
problem and has many challenges that need to be tackled. 
However, there are several directions for enhancing the 
Arabic rumor detection field. In general, studying rumor on 
social media requires several steps to classify a certain tweet 
either rumor or non-rumor. Figure 1 represent the general 
workflow of the proposed system. We note from our 
literature study that the most used methods for detecting 
rumor on Arabic language is machine learning-based 
algorithms which is less effective compared to deep 
learning-based algorithms. Furthermore, there are many 
challenges related to Arabic language in term of 
morphology, dialects and linguistic problems in general. 
The complexity and richness of the Arabic morphology 
makes it difficult to interpret any word to its actual meaning. 
Moreover, the lack of corpora and lexicon for rumor 
detection created additional challenges especially for the 
user-generated content due to its noisy nature. In this study, 
we focus on detecting rumor on Arabic tweets. 
 

 
Fig 1 Block diagram of the proposed system 

3. Related Work 

Rumor detection is one of the more crucial research topics 
in recent years. In this section, we summarize the work done 
in the field of rumor detection using both deep learning and 
machine learning techniques. Floos [7] focus on detecting 
rumors for Arabic tweets. the author gathered two types of 
tweets Rumors and News collected from different Twitter 
accounts and calculate TF-IDF for each term. Then, they 
compare the scalars for the tweets vector and the news 
vector using dot product. The largest scalar will be 
classified as a news tweet. A study published on 2019 [8] 

                                                           
1 http://www.zubiaga.org/datasets/  

that detect Arabic rumors on Twitter using content-based 
and user-based features. They used semi-supervised 
expectation-maximization (E-M) model and achieved an f1 
score of 80%. Thakur et al. [9] proposed a framework using 
machine learning algorithm to detect rumors. The 
framework focuses on filtering the linguistic properties of 
the text to analyze the data if it is rumor or not.  
As for deep learning methods, Kaliyar et al. [10] proposed 
a hybrid model using CNN and LSTM layers in addition to 
three dense layers. Also, they created a dataset (FN-COV) 
that contains news article about COVID-19 pandemic. 
Their experiments were conducted on another dataset called 
PHEME dataset 1. The authors observed that their model 
performed better on FN-COV dataset with accuracy of 
98.62%. their model achieved remarkable results because it 
can capture both temporal semantics and phrase-level 
representations. Chen et al. [11] have proposed a hybrid 
model called XGA which is developed mainly using XLNet 
and Bidirectional Gated Recurrent Unit (Bi-GRU) with 
Attention mechanism. The model is built to detect 
Cantonese rumors on Twitter using semantic and sentiment 
features. However, the semantic information is discovered 
automatically using the attention mechanism. The 
experiment results show that their model outperform the 
other models used to detect Cantonese rumors. For the 
graph based approach, Zhang et al. [12] proposed an 
aggregation graph neural network architecture on rumor 
detection to reduce the computational complexity. They 
observe that the aggregation operation can capture different 
characteristics of distinct rumors. Bian et al. [13] proposed 
a bi-directional graph convolutional neural network that 
study propagation of rumors. Thus, the model depends on 
propagation and dispersion features by working in top-
down and bottom-up rumor propagation. 
Similar to Kaliyar et al.[10] , another approach proposed by 
Shi et al. [14] which combine CNN and LSTM with word 
embeddings. Experiments showed that combined models 
can achieve more outstanding performance. Asghar et al. 
[15] combined two deep learning models, namely BiLSTM 
and CNN for rumor detection. They experimented different 
machine learning classifiers as well as deep learning 
models. The proposed system shows the best result with 
86.12% accuracy. Another study on rumor detection and 
stance classification task was conducted by [16]. They 
included the user credibility information in their method in 
addition to the attention mechanism and get good results. In 
[17] the researchers proposed a CNN model to detect 
rumors on Twitter. They regulated the hyperparameter 
settings for their model to achieve the best performance 
compared to existing machine learning algorithms. They 
used the publicly available PHEME dataset to train their 
model. A recent study published on 2021 [18] that 
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investigate the rumor identification problem using the 
contextual information. They combined CNN and Bi-
LSTM and used the Glove embeddings to detect rumors. 
The experiments are trained on publicly available dataset 
collected from Kaggle and achieved accuracy of 90.93%. A 
novel method for rumor detection that learns the implicit 
features between the main post and the contextual replies. 
The experiments show that the proposed model is effective 
for detecting rumors [19].  
A comparison study of deep learning approaches used to 
detect rumor was conducted by [20] show that deep learning 
architectures are more suitable on rumor detection than the 
traditional methods. Moreover, most of the feature-based 
methods are limited and time-consuming. Thus, this paper 
aimed to investigate the applicability of our model using 
CNN and LSTM with word embedding for Arabic language. 
Furthermore, we aim to employ deep learning methods to 
compare the performance to the traditional methods. 

4. Data preparation  

4.1 Dataset 
We utilized the dataset of Arabic tweets collected by 
Alzanin et. Al [8]. This dataset contains a total of 
approximately 270k tweets categorized into 89 rumor 
stories and 88 non-rumor stories. The tweets collected using 
Twitter search API and were partially labeled as rumor or 
non-rumor as the author used a semi-supervised learning 
model that do not require a huge amount labeled data unlike 
the supervised learning model. Thus, three Arabic native 
speaker annotators have labeled the rest of the dataset 
manually to remove the irrelevant tweets such as 
conversation, questions, advertisement, etc. Table 1 
represents sample of each type of tweet.  
 
4.2 Pre-processing 
We perform a series of pre-processing steps on the tweets 
to prepare the dataset for the model. First, we removed all 
non-Arabic text, special characters, stop words, 
punctuations, URLs, and diacritics such 
as thashdid, damma, kasra, fatha, etc. Second, we applied 
normalization for letters. For example, replace letter (أآإ) 
with (ا), letter (ى) with (ي), letter (ة) with (ه), letter (گ) with 
 Third, we removed all repeating characters for  .(ك)
example, the word (سلاااااام) becomes (سلام) to reduce noise.  
 
 
 
 
 
 
 
 

Table 1 Sample of tweets 

Tweet Tweet Type 
للعراق رئيسا صالح_برهم# انتخاب  

Barham Salih elected as a president of Iraq 
News 

 وسقوط للعراق رئيسا صالح برهم بانتخاب سعدت
برزاني مرشح  

I was pleased with the election of Barham 
Saleh as president of Iraq and the fall of 
Barzani’s candidate 

Conversation 

 هل انت مع انتخاب برهم صالح رئيسا للعراق
Do you support the election of Barham 
Salih as president of Iraq? 

Question 

_برهم#  الخير ارادة انتصرت  للعراق رئيسا صالح
 والاصلاح

 قيالحقي التغيير بداية تكون ان ونتمنى جميعا لنا مبارك
اقناعر نحو  

Barham Salih is president of Iraq, 
congratulations to all of us, and we hope 
that this will be the beginning of real 
change for our Iraq 

Wish 

 
4.3 Feature Representation  
After pre-processing and cleaning our textual data, we will 
transform our data to numerical features. The process of 
representing words as feature vectors in a multidimensional 
space called word embedding. It can solve the problem of 
representing data in text classification by finding a suitable 
numerical representation.  It is a powerful way to tokenize 
by using the dense of word vectors. For deep learning 
models, we used word embeddings and for machine 
learning models we used Tf-Idf vectors.  
 
4.3.1 Word Embedding 
In neural network, word embedding is one of the best 
methods of feature representation. Word2Vec [21] is one of 
the most commonly used word embedding in neural 
networks. Word2Vec models are trained on large sets of 
data with lower computational complexity compared to 
other approaches [22]. AraVec [23] is the Arabic model of 
Word2Vec that provides multiple dimensions for various 
text domain such as Twitter, Wikipedia articles, or web 
pages. Moreover, each model was built using two 
techniques, Continuous Bag-of-Words (CBOW) and Skip-
gram. The CBOW architecture predicts a certain word 
based on the surroundings words, whereas the Skip-gram 
predicts the context words based on a certain word. In this 
work, we use AraVec pre-trained word embeddings with the 
Twitter dataset and the CBOW architecture. 
 
4.3.2 Tf-Idf Vectorizer 
Before training machine learning algorithms, we prepared 
the dataset using natural language processing techniques 
such as Term Frequency and Inverse document frequency 
(TF-IDF) approach. This can represent text data in numeric 
vectors so the computer can understand [24]. Basically, the 
TF-IDF technique is one of the most widely used term 
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weighting schemes in information retrieval systems. It is a 
metric that multiplies the two measures tf and idf. These 
measures determine the usefulness of terms in describing 
the document in which they appear. Thus, this technique is 
used to evaluate the importance of word in a tweet [25].   
 
5. Proposed Models 
In this section, we demonstrate the proposed models to 
detect rumors on Twitter dataset.  
 
5.1 LSTM model Architecture  
LSTM is an extension of Recurrent Neural Networks (RNN) 
[26]. LSTM is efficient at remembering long sequences and 
modeling long-distance relations. LSTM prevent the 
problem of gradient vanishing in the RNN and produce 
better results. Simple architecture of LSTM [27] is shown 
in figure 2. LSTM is designed to improve performance of 
RNN as they learn from the past context. The structure of 
LSTM is formulated as follows: 
 

𝑖௧ ൌ 𝜎ሺ𝑈௜ℎ௧ିଵ ൅ 𝑊௜𝑥௧ ൅ 𝑉௜𝑐௧ିଵ ൅ 𝑏௜ሻ 
 

(1)

𝑓௧ ൌ 𝜎ሺ𝑈௙ℎ௧ିଵ ൅ 𝑊௙𝑥௧ ൅ 𝑉௙𝑐௧ିଵ ൅ 𝑏௙ሻ 
 

𝑐௧ ൌ 𝑓௧𝑐௧ିଵ ൅ 𝑖௧tanh ሺ𝑈௖ℎ௧ିଵ ൅ 𝑊௖𝑥௧ ൅ 𝑏௖ሻ 
 

𝑜௧ ൌ 𝜎ሺ𝑈௢ℎ௧ିଵ ൅ 𝑊௢𝑥௧ ൅ 𝑉௢𝑐௧ ൅ 𝑏௢ሻ 
 

ℎ௧ ൌ 𝑜௧tanh ሺ𝑐௧ሻ 
 
Where ( 𝜎ሻ  is the logistic sigmoid function, and the 
𝑖௧, 𝑓௧,  𝑐௧, 𝑜௧ are the input, forget, output gates.  

 
Fig 2  LSTM Model Architecture 

5.2 Bi-LSTM Model Architecture  
There is an extension of the traditional LSTM model called 
bidirectional LSTM (BiLSTM). However, the data is 
processed in both directions with forward LSTM and 
backward LSTM to improve accuracy by learning from the 
past and the future [26]. Additional layers are added which 
called forward hidden layer and backward hidden layer. 
Simple architecture of Bi-LSTM [27] is shown in figure 3. 
The structure of LSTM is formulated as follows: 
 
 
 

ℎ௧
௙ ൌ tan ℎ ሺ𝑊௫௛

௙ 𝑥௧ ൅ 𝑊௛௛
௙ ℎ௧ିଵ

௙ ൅ 𝑏௛
௙ሻ 

 

(2) 
ℎ௧

௕ ൌ tan ℎ ሺ𝑊௫௛
௕ 𝑥௧ ൅ 𝑊௛௛

௕ ℎ௧ାଵ
௕ ൅ 𝑏௛

௕ሻ 
 

𝑦௧ ൌ 𝑊௛௬
௙ ℎ௧

௙ ൅ 𝑊௛௬
௕ ℎ௧

௕ ൅ 𝑏௬ 
 

 

 
Fig 3  Bi-LSTM Model Architecture 

5.3 CNN-LSTM Model 
In this section, our hybrid neural network model is proposed 
for rumor detection. We assume that the use of hybrid 
method would improve the performance of the model and 
give much better results on our classification task. Using a 
combined models allows the network to extract local and 
deep features from the CNN, so the LSTM layers take them 
as input [28]. Recently, CNN models have achieved good 
results when used with text data for classification tasks [29], 
[30]. CNN layers are helpful in filtering out the noise of the 
input data. Our proposed model consists mainly of 
convolutional layer and a recurrent layer. The fundamental 
architecture of our CNN-LSTM model is shown in Figure 
4. The details of each layer in the model are described as 
follows: 

 
Fig 4 CNN-LSTM Model Architecture 

5.3.1 Embedding Layer 
The first layer in our neural network model is the 
embedding layer that accepts the input as a vector of 100 
words. A fixed dimensional vector is mapped onto each 
word. The tweets are encoded using a pre-trained word 
embedding on Twitter dataset with a CBOW model by 300-
dimensional vectors. 
5.3.2 Convolutional Layer  
The role of convolutional layer is to provide semantic 
features to the text inputs. We used a one-dimensional 
convolutional layer associated with a filter window k = 5 
with the non-linear ReLU activation function. Followed by 
a Max-pooling layer to minimizes the number of features 
and operations for computing the output for the following 
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layers. Thus, it can reduce the computational efforts during 
feature learning. This function returns the maximum set of 
values in a rectangular area from the output of the previous 
layer [31]. 
 
 
5.3.3 Dropout Layer 
The main purpose of dropout layer is to drop random units 
to reduce overfitting in neural networks. A dropout is a 
technique used for reduce overfitting in the neural networks 
that have a set of parameters [32]. The likelihood of 
retaining a hidden unit in the network can be determined 
using hyperparameter tuning in the dropout layer [33]. In 
our model, a dropout layer with a value of 0.3 is added after 
each model to improve our neural network model. As a 
result, this will increase the accuracy, and loss will 
gradually decrease because of the dropout value.  
5.3.4 LSTM Layer 
An LSTM layer has been added to handle the nature of 
sequential data by considering the current information with 
the past information. LSTM keep long-term memory to 
update the previous hidden layers. This layer contains one 
hidden layer with 10 units. 
5.3.4 Fully Connected Layer 
We used a batch normalization technique to improve and 
accelerate the training of a neural network model by 
maintain the dissemination of previous layer [34]. Then we 
have a dense layer to connect every input to every output by 
some weight. In this layer, we passed a Sigmoid function to 
the output layer to give the final classification probability. 
We have taken Sigmoid [35] as the activation function 
because it is capable of to solve binary classification 
problems.  
5.4 Baseline Models 
For baseline model, we used various supervised machine 
learning algorithms to evaluate the performance of our 
hybrid model to detect rumors. That’s include K-Nearest 
Neighbors (KNN), Gradient Boosting (GB), and Extreme 
Gradient Boosting (XGBoost). KNN is classified as 
memory-based approach because is memorizes the training 
dataset instead of learning the discriminative functions [36]. 
GB is a powerful machine learning model with a high 
customizable capability that aims to improve the 
performance by reducing errors as it is a gradient-based 
classifiers that can be used for regression or classification 
problems [37]. Where the XGBoost is more efficient 
implementation of gradient boosting model [38]. 
 
6. Experiments and Results 
To conduct the experiments, we split the dataset into 
training set and testing set (80:20) for both machine learning 
and deep learning classifiers. The following hyper-
parameters were optimized after experimenting with several 
trials to choose the best parameters to yield the best 
performance results. In order to measure the performance of 

a binary classification model, we set the loss function value 
as binary cross-entropy. As for the adaptive learning 
optimizer, we have taken Adam algorithm for training our 
algorithm. 
 

Table 2 Hyper-parameter settings for all classifiers 

Model Hyper-parameter  
KNN n-neighbors:5, weights= uniform, 

leaf_size:30, p:2, metric:minkowski  
GB Criterion: friedman_mse, learning rate: 0.1, 

n_estimators: 100, loss: deviance  
XGBoost Objective: binary:logistic, Max_depth: 3, 

learning rate: 0.1, gamma:0, subsample: 1, 
n_estimators:100  

LSTM Max features(word2vec): 99503700,  
dropout: 0.2 , epochs:10 , batch size: 32 , 
embedding size: 300, units:10 

Bi-LSTM Max features(word2vec): 99503700,  
dropout: 0.3 , epochs:10 , batch size: 32 , 
embedding size: 300 , activation: sigmoid 

CNN-LSTM Max features(word2vec): 99503700,  
dropout: 0.3 , epochs:10 , batch size: 32 , 
embedding size: 300, kernel size: 5, filter: 10, 
max pooling: 4, activation function: relu, lstm 
units: 10, activation: sigmoid 

 
6.1 Evaluation Metrics 
To evaluate our models, we used the following evaluation 
metrics: Accuracy, Recall, Precision, and F1-score. See 
formula 3, 4, 5 and 6 where TP, TN, FP, and FN indicate 
true positive, true negative, false positive, and false negative.  
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
𝑇𝑃 ൅ 𝑇𝑁

𝑇𝑃 ൅ 𝐹𝑃 ൅ 𝐹𝑁 ൅ 𝑇𝑁
 (3)

 

𝑅𝑒𝑐𝑎𝑙𝑙 ൌ
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑁
 

(4) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑃
 

(5)

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 ൌ 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൅ 𝑟𝑒𝑐𝑎𝑙𝑙

 (6)

 
The achieved results are shown in table 3. In order to 
evaluate the performance of our proposed model for rumor 
detection, we compare our model with a basic machine 
learning classifier (KNN) in addition to several deep 
learning models. As it can be seen, the deep learning models 
outperforms the traditional machine learning algorithms. 
Combining CNN with LSTM show significant results that 
outperforms other models. To summarize, our results show 
that our approach perform better when adding 
convolutional layers. The model proposed in this paper has 



IJCSNS International Journal of Computer Science and Network Security, VOL.21 No.11, November 2021 

 

78

 

improved performance compared to the existing models and 
obtained the best performance of 95.91%. The lowest result 
out of all classifiers is KNN with accuracy of 72.97%.  
 

Table 3 Summary of results 

Model Accuracy Precision Recall F-score
KNN 72.97 79.24 77.81 72.92 
GB 88.22 90.81 85.97 87.22 
XGBoost 87.49 90.39 84.30 85.95 
LSTM 92.32 87.27 92.73 89.91 
Bi-LSTM 92.77 85.98 95.13 90.32 
CNN-LSTM 95.91 97.35 92.95 94.91 

 
6.2 Error Analysis 
After the evaluation phase, we used the confusion matrix to 
get a better understanding of the results of predictions. A 
confusion matrix is a table layout that shows visualization 
of the performance of any supervised learning algorithm 
[39]. Figure 6 shows the confusion matrix of our proposed 
model CNN-LSTM. We can observe from figure 4 that our 
model predicted 2209 out of 3766 tweets as true positive 
which mean a total of 2209 were predicted as non-rumor 
correctly. As for the true negative, the model predicted 1399 
instances out of 3766 as rumor correctly. While the model 
predicted 80 tweets out of 3766 as non-rumor, but they were 
not. Moreover, the model wrongly predicted 78 tweets as 
rumor, but it is actually non-rumor.  
 
6.3 Training Loss and Performance 
Based on the hyper-parameter tuning settings, the optimum 
parameter for batch size was 32 with the epochs 10. Adding 
more data might increase the accuracy of the model.  

 
Fig 5 Learning Curve for neural network models 

Figure 5 illustrates the learning curve for training loss and 
accuracy for the proposed neural network models LSTM, 
BiLSTM, and CNN-LSTM respectively. As we can see, a 
constant increase in of accuracy in all models for both 
training sets and testing sets. As for the loss curves, we can 
observe that the training and testing loss decrease together 
to a stable point. Furthermore, the generalization gap 
between the training curve and the validation curve is small 
which indicates a good fit for our applied models.  
 

 
Fig 6 Confusion Matrix for CNN-LSTM model 

 
Fig 7 Comparison between our approach and baseline approach based on 

KNN 

 
Fig 8 Comparison between our approach and baseline approach based on 

GB 

 
Fig 9 Comparison between our approach and baseline approach based on 

XGBoost 
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Fig 10 Comparison between our approach and baseline approach based 

on LSTM 

 
Fig 11 Comparison between our approach and baseline approach based 

on Bi-LSTM 

In figures 7-11, the performance of our proposed model is 
compared with different baseline approaches. We can 
observe that the performance of our hybrid model CNN-
LSTM to detect rumor on Twitter dataset is outperform the 
baseline approaches. As shown in the previous figures, we 
can demonstrate that the accuracy and f-score have 
increased 3.14% and 4.59% respectively compared to the 
higher baseline results. Therefore, this implies that the 
performance of hybrid neural network model using AraVec 
pre-trained word embedding is effective for the rumor 
detection task.  
 
7. Conclusion and Future Work 
 
In this paper, we address the problem of detecting rumors 
on Arabic social media using deep learning models. To this 
end, the discussed results presented in the previous section 
show that neural network models perform reasonably well 
in the rumor detection task. Deep learning models 
outperform machine learning methods in most cases. 
Furthermore, it is important to highlight the difficulty of 
configuring all the parameters of the neural networks, and 
how slow the training process can be. The performance of 
different types of neural networks have been evaluated on 
this paper. Our proposed approach reaches an accuracy of 
95.9% for classifying tweets into rumor or non-rumor.  
In the future work, we aim to build or extend the used 
dataset in order to examine our model on a comparatively 
large number of tweets. Another perspective at future work 
is using the AraBERT model and learn how it work would 
be also interesting. Moreover, we want to investigate other 
deep learning techniques for classifying rumors. 
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