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Summary 
Natural language processing (NLP) is utilized to understand a 
natural text. Text analysis systems use natural language algorithms 
to find the meaning of large amounts of text. Text classification 
represents a basic task of NLP with a wide range of applications 
such as topic labeling, sentiment analysis, spam detection, and 
intent detection. The algorithm can transform user's unstructured 
thoughts into more structured data. In this work, a text classifier 
has been developed that uses academic admission and registration 
texts as input, analyzes its content, and then automatically assigns 
relevant tags such as admission, graduate school, and registration. 
In this work, the well-known algorithms support vector machine 
SVM and K-nearest neighbor (kNN) algorithms are used to 
develop the above-mentioned classifier. The obtained results 
showed that the SVM classifier outperformed the kNN classifier 
with an overall accuracy of 98.9%. in addition, the mean absolute 
error of SVM was 0.0064 while it was 0.0098 for kNN classifier. 
Based on the obtained results, the SVM is used to implement the 
academic text classification in this work. 
Keywords: NLP, Deep Learning, Text Classification, ML, Tags. 

1. Introduction 

Natural language processing (NLP) systems can analyze an 
unlimited amount of text data consistently and fairly. You 
can recognize complex contextual concepts, decipher the 
language, and extract the most important facts and contexts 
[1]. Understanding natural language helps machines to 
understand natural language and simulate the ability of a 
person to discover and record emotions. Intelligence 
technology allows you to analyze algorithms with scientific 
analysis.  
Text classification can be defined as a machine learning 
(ML) technique that assigns some predefined categories to 
open text. Text classifiers are used to organize, structure, 
and classify almost any type of text from documents, 
medical research, files, and the entire web. For example, 
new articles can be sorted by subject. Support tickets can be 
organized according to urgency. Chat conversations can be 
organized by language. Brand mentions can be organized 
by emotions and more. Text classification is one of the basic 
tasks of NLP with a wide range of applications such as 
sentiment analysis, topic labeling, spam detection, and 
intent detection. This task implements a text classifier that 
processes, analyzes, and classifies a specified dataset using 
a Support Vector Machine (SVM) and K-nearest neighbor 

(KNN) approach. Support Vector Machines (SVMs) are 
another powerful ML algorithm for text classification 
because they don't require a lot of training data to produce 
accurate results. The SVM draws a line or "hyperplane" that 
divides the room into two sub-rooms. 
Therefore, classifying the input text into the correct class 
improves the text classification process and saves time and 
effort. In this task, you will use a text classification 
approach to develop a text classifier that can take academic 
text input, analyze its content, and automatically assign 
relevant tags such as admissions, graduates, and 
registrations. 
 
1.1 Problem Statement 

The main objective of this work is to develop a text 
classifier that can take such scholarly text input, analyze its 
content, and then automatically assign relevant tags such as: 
admissions, graduates or registration. To achieve the stated 
goal, the following objectives must be met:  

- Pre-process the dataset and feed the training and 
testing dataset.  

- Implement the text classifier.  
- Check and validate the classifier.  

- Evaluate the developed classifier. 

2. Literature Reviews  

ML is the study of computational approaches that create 
systems with the ability to automatically learn and improve 
from experience. It is widely seen as a field within artificial 
intelligence. ML algorithms allow systems to make 
autonomous decisions without external support. Such 
decisions are made by finding valuable basic patterns in 
complex data. Based on your approach to learning, the types 
of data you input and output, and the types of problems you 
solve, there are several main types of ML algorithms: 
supervised learning, unsupervised learning, and 
reinforcement learning. There are several hybrid 
approaches and other common methods that provide natural 
extrapolation from ML problem formats. As mentioned 
earlier, learning styles can be supervised or unsupervised.  
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Automatic classification of user-generated orders to 
automate the allocation of tickets to the correct team of 
maintenance providers. The classified text is a short, natural 
linguistic expression. The alternative used so far is to 
manually select one of the many preconfigured classes, 
which can be time consuming. It describes related work 
related to text classification and also considers how to select 
features for text classification. There is little research on the 
evaluation of feature selection methods for text 
classification, but we will investigate evaluation methods 
from other areas of text classification [2]. Classification can 
be defined as a method of supervised learning in ML. This 
is also related to the problem of predictive modeling, where 
class labels are predicted for specific data [3]. 
Mathematically, it maps the function (f) from the input 
variable (X) to the output variable (Y) as a target, label, or 
category. You can do this on structured or unstructured data 
to predict the class of a particular data point. For example, 
spam detection, such as "spam" or "no spam," can cause 
classification issues for email service providers. However, 
classification performance identification measurements 
play a decisive role in the design of classifiers. Evaluation 
methods and measurements are at least as important as 
algorithms and are the first important step in successful data 
mining. There are various content-related research 
strategies aimed at revealing unstructured data from text. 
This paper examines the use of objective confidence in 
literary arrangements that treat text as word vectors [4]. 
Learning algorithms can be divided into four main types in 
this area: supervised learning, unsupervised learning, semi-
supervised learning, and reinforcement learning [5]. These 
learning approaches are becoming more and more popular 
every day. However, different types of ML techniques can 
play an important role in creating effective models in 
different application areas, depending on learning ability, 
data type, and desired results [6]. 

2.1 kNearest Neighbor  

kNN is a non-parametric method for classification. The 
basic idea of the kNN classifier is to find the k-nearest 
neighbors of the candidate document from the training 
document and evaluate the k-nearest neighbor categories 
[7-8]. Therefore, the candidate document is assigned to the 
class with the highest score. The kNN algorithm compares 
the test document with each training sample [9]. 

2.2 Support Vector Machine  

SVM is a monitored learning algorithm for classification 
and regression. The main goal of SVM is to find the 

maximum separation hyperplane between the vectors that 
belong to the category and the vectors that do not. The 

maximum distance between data points helps to classify 
future data points more reliably. 

A simple text classification system can be deconstructed 
into the following four phases.  

- Text pre-processing 
- Dimensionality Reduction 

- Classification 
- Evaluation 

3. Methodology  

Text classifiers can be used to organize, structure, and 
classify almost any type of text, from documents, medical 
research, files to the entire web. Preprocessing is a very 
important step for text classification applications. Since text 
data cannot be manipulated by ML, it must be converted to 
a numerical vector representation. Word preprocessing 
involves cleaning up the text data to remove unwanted noise 
and encoding the text numerically to enable useful feature 
extraction. Text cleaning in NLP begins with tokenization. 
Tokenization identifies atomic tokens that do not require 
any further processing [10]. Text classification requires a 
natural language parser that determines the syntactic 
structure of the text by analyzing the constituent words 
based on the underlying grammar. Figure 1 shows the used 
methodology. 

Figure 1. The used methodology for text classification 

1.2 Syntactic word expressions  

Text cleanup is usually followed by syntactic word 
expressions. This is a technique for extracting textual 
features to resolve the loss of syntactic and semantic 
relationships between words. You can use the Ngram 
technique to solve these syntactic problems. Ngram is a 
combination of adjacent words or letters of length n found 
in text or document sentences [11]. Ngram uses a 
probabilistic model to understand the structure of a 
language and predict the next word and the entire sequence.  

1.3 Weighted Words  



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.1, January 2022 
 

 

95

 

After a word is syntactically represented, the next step in 
text preprocessing is to translate the document into a vector 
containing the frequency of the words [12-14]. This 
methodology can be simply represented as in figure 2. 

Figure 2. Simplified text classification methodology 

  

4. Results and Discussions 

This partition outlines the results obtained, the data used, 
and the test procedure for processing the survey questions 
raised. The experimental area focuses on the structure of the 
dataset, and the experimental and obtained results are 
displayed in the results area. This error is assumed for all 
data sets, and then all errors are converted to positive. This 
is achieved by using the absolute value of each error as 
follows: 
 
The mean absolute error (MAE) is generally defined as (Eq. 
1). 

 
 (1) 

 
However, mathematically the MAE can be illustrated as (Eq. 
2).  
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In this work, the dataset is divided into two subsets, the 
testing data set and the training dataset. Testing data set 
consists of 14765 samples in which it structured as 14765 
rows X 3 columns. The columns are labeld as category, text, 
and full text. Category represents the first column that holds 
register, graduates, or admissions. 
 

For linear SVM, the accuracy score is summarized in 
figure 3 below. The confusion matrix is a 3X3 matrix, in 
which its first row represents the admissions category. This 
classifier predicted 5260 case correctly as admissions (TP), 
it incorrectly predicted 15 cases as graduates, and it 
incorrectly predicted 40 cases as register. Looking at 
column 1, we can find that the total number of admissions 
sample is 5260 samples. If we look at the second category 
which is graduates, we notice that the SVM classifier 
correctly predicted 4705 cases as true positive graduates 

while it predicted no incorrectly cases. In addition, the last 
category which is register, the classifier correctly predicted 
4745 cases while it incorrectly predicted 0 cases as 
admissions or as graduates in which they are register. Hence, 
the accuracy of this model equals to the total number of 
correctly predicted instances divided by the total number of 
incorrectly misclassified instances. The total number of 
correctly predicted can be found through the diagonal of the 
confusion matrix which are (5260 + 4705 + 4745) = 14710. 
The misclassified instances are (15+40) = 55. Table 1 shows 
the confusion matrix of the developed SVM classifier.  

Table 1: SVM confusion matrix 
Admissions 5260 15 40 
Graduates 0 4705 0 
Register 0 0 4745 

 Admissions Graduates Register 

 
For kNN classifier, the first row represents the 

admissions category. This classifier predicted 5245 case 
correctly as admissions (TP), it incorrectly predicted 15 
cases as graduates, and it incorrectly predicted 55 cases as 
register. Looking at column 1, we can find that the total 
number is 5255 admissions samples. If we look at the 
second category which is graduates, we notice that the kNN 
classifier correctly predicted 4705 cases as true positive 
graduates while it predicted no incorrectly cases. In addition, 
the last category which is register, the classifier correctly 
predicted 4735 cases while it incorrectly predicted 10 cases 
as admissions in which they are register. 

Hence, the accuracy of this model equals to the total 
number of correctly predicted instances divided by the total 
number of incorrectly misclassified instances. The total 
number of correctly predicted can be found through the 
diagonal of the confusion matrix which are (5245 + 4705 + 
4735) = 14685. Table 2 shows the confusion matrix of the 
developed kNN classifier. 

Table 2: kNN confusion matrix 
Admissions 5245 15 55 
Graduates 0 4705 0 
Register 10 0 4735 

 Admissions Graduates Register 

 
 

5. Conclusions  

In this work, we have presented a novel approach for text 
classification based on two different ML methods which are 
SVM and kNN. Two classification algorithms have been 
developed and implemented in the open-source web 
application, the Jupyter notebook. The different results 
show a marked improvement in the classification rate of 
texts. The developed models showed an excellent 
classification accuracy using both SVM and kNN 
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classification methods. However, the SVM_based classifier 
outperformed the kNN_based classifier in which they 
achieved 99.6%, and 99.4% accuracy percentages 
respectively. In addition, the SVM classifier has a very 
small mean absolute error (mae) which was very low 
(0.0064), while the kNN classifier has a bigger mean 
absolute error (mae) which was (0.0098). The achieved 
results showed that the SVM classifier is better than the 
kNN classifier. For future work, we will try to improve the 
classification performance and try to develop and 
implement new techniques to overcome the developed ones.  
In addition, the future work will take in consideration the 
development of mobile application for the implemented 
classifiers. 
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