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Abstract— In metaheuristic algorithms such as Genetic 
Algorithm (GA), initial population has a significant impact as it 
affects the time such algorithm takes to obtain an optimal solution 
to the given problem. In addition, it may influence the quality of 
the solution obtained. In the machine learning field, feature 
selection is an important process to attaining a good performance 
model; Genetic algorithm has been utilized for this purpose by 
scientists. However, the characteristics of Genetic algorithm, 
namely random initial population generation from a vector of 
feature elements, may influence solution and execution time. In this 
paper, the use of a statistical algorithm has been introduced (Chi2) 
for feature relevant checks where p-values of conditional 
independence were considered. Features with low p-values were 
discarded and subject relevant subset of features to Genetic 
Algorithm. This is to gain a level of certainty of the fitness of 
features randomly selected. An ensembled-based learning model 
for Hepatitis has been developed for Hepatitis C stage classification. 
1385 samples were used using Egyptian-dataset obtained from UCI 
repository. The comparative evaluation confirms decreased in 
execution time and an increase in model performance accuracy 
from 56% to 63%.  
Keywords—Hepatitis; Hepatitis prediction; Feature selection;  

 

I. INTRODUCTION  

Feature selection is an important process for model 
development in the field of machine learning. A feature 
vector with n features has 2n possible subsets of features; the 
goal of feature selection is to find which subset is best for 
the model performance.  Several methods have been utilized 
for the task of feature selection, including Genetic algorithm, 
a metaheuristic algorithm which works on the principle of 
survival of the fittest. Generally, genetic algorithm has 
important steps, namely, creation of an initial population of 
individuals (randomly), evaluation of individuals fitness, 
selection of parent, performance of crossover of parent, 
mutation of population, repeatedly until individual is best.  
Each step in the process affects other, at the initial stage, 
individuals are generated randomly; researchers have 
demonstrated that the process poses difficulty obtaining a 
good initial population which eventually leads to increased 
computational time. In the domain of Feature selection, 
random generation of feature elements may equally lead to 

an increase in computational time. In this paper, we 
introduced the use of Chi-square as a step before the initial 
population generation, a statistical test applied to features to 
evaluate the likelihood of correlation or association between 
them using their frequency distribution. We then discard 
those irrelevant features and subject selected features to 
Genetic algorithm; doing this will give a level of certainty at 
the initial population generation and confidence in the 
fitness of each feature elements being randomly selected, 
thus minimizing execution cost and certainty of optimal 
solution at the end.   

 
Genetic Algorithm, a commonly used optimization 

technique, has been applied in several different domains to 
solve complex problems. It is used to create robust methods 
by hybridization with other techniques.  Hybridization of 
GA and Particle Swarm Optimization for Optimal reactive 
Power flow problem aiming at minimization of power loses, 
achieve results performed well in minimization 
outperforming the two methods individually, but slower 
than GA[1]. Authors in [2] reviewed applications of GA in 
economics specifically commodity forecast, where different 
variations and hybrids of GA have been used and performed 
good. Meanwhile, the work of Aibinu at el. in [3] focuses on 
issues associated with significant difference found in fitness 
values of chromosomes when the roulette wheel selection 
approach is used; they proposed a new technique for the 
reproduction process which clustering-based Genetic 
Algorithm with polygamy and dynamic population control. 
The application of their technique in robot route 
optimization problems produced better results as compared 
to existing techniques. Generally, the implementation of GA 
begins with a population of (random) genes of chromosomes. 
In k-means clustering, for a proper estimation of the number 
of clusters, GA is used; however, the genes of chromosomes 
randomly selected results in poor clustering. Authors in [4] 
proposed an Adaptive GA to improve on the initial 
population technique. Similarly, authors in [5] developed a 
new strategy for the initial population to solve the 
combinatorial optimization problem of TSP. In the domain 
of combinatorial optimization such as Feature Selection, 
authors in [6] proposed a new approach to initial population 
generation based on linear regression analysis of the 
problem. In this paper, considering Feature selection, 
generally, GA implementation starts with the creation of an 
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initial population of chromosomes (randomly). The created 
population may contain poor fitness[6]. Hence leading to a 
long period of convergence to an optimal solution. To 
address that, we propose hybridization of GA with Chi2 for 
this purpose 

With bioinformatics data, the combination of class 
imbalance, high dimensionality, small dataset size, and 
noisy data makes the classification task much more 
challenging. In addition, when building classification 
models, one faces the challenge that there is no single 
classifier that performs well in all scenarios. Thus, numerous 
classification approaches, such as ensemble learning 
methods, have been developed to address this problem 
successfully in a majority of situations. Ensemble learning 
frequently performs better than single base classifiers in 
performing classification tasks. The performance of an 
ensemble learner is influenced by two key factors: accuracy 
and diversity of base classifiers [7]. Throughout the data-
mining and machine-learning literature, numerous ensemble 
methods have been proposed and among the most 
commonly-used ensemble techniques are: Bagging [8], 
Boosting [9] and Random Forest [10].  

 

II. REVIEW OF LITERATURE 
Generally, hepatitis diagnosis is done by a routine 

blood testing or during blood donation. There are a number 
of factors to diagnosing hepatitis virus, which makes the 
physician’s job difficult. A physician usually makes 
judgments by assessing a patient's current test results and 
referring to the previous judgments made on other patients 
with similar conditions. The first Method largely depends on 
the physician’s experience and ability to compare the current 
patient result with earlier patients. Conclusions are drawn 
based on previous judgements made on patients with similar 
symptoms by the physician[27]. Thus, a number of factors 
must be considered before passing judgements. Hence a tool 
is required to aid influence the physician’s decision. Several 
works have been done with regard to Hepatitis diagnosis and 
classification. The authors in [38] presented a paper 
comparing Principal Component Analysis, Chi-square and 
Genetic Algorithm for Hepatitis disease Classification.   

 

a. Hepatitis Disease 

Inflammation of the liver is referred to as hepatitis, often 
caused by viral hepatitis. Scientists have identified 5 unique 
hepatitis viruses, identified by the letters A, B, C, D, and E. 
While all cause liver disease; they vary significantly. These 
5 types are of greatest concern because of the burden of 
illness and death they cause and the potential for outbreaks 
and epidemic spread. In particular, Hepatitis B and Hepatitis 
C lead to chronic disease in hundreds of millions of people 
and, together, are the most common cause of liver cirrhosis 
and cancer. Hepatitis C Virus(HCV) is a major cause of 

liver-related disease [11]; it is known that hepatitis C is a 
life-threatening disease in the world, with about 150 million 
people affected [12]. About 70% of infected people develop 
a chronic infection that leads to liver diseases like cirrhosis, 
cancer, liver failure, and hepatocellular carcinoma 
(HCC)[13], [14]. Statistics have shown that the number of 
people living with HCV virus is increasing despite the 
existence of cure [12], [15]. Annually, 1.75 million people 
newly acquire Hepatitis C virus infection[16].  According to 
World Health Organization (WHO), in 2020, Nigeria alone 
has estimated that about 20 million people are chronically 
infected with hepatitis B and C. The number of cases is 
rising, and WHO has called for “hepatitis hepatitis-free 
future” targeting 2030. Globally, About 170 million have 
chronic HCV infection [17][18].  

Chronic Hepatitis C (CHC) is a life-threatening 
health condition leading to fibrosis, cirrhosis and liver 
cancer. Insightful information of chronic hepatitis C stage in 
infected patients is essential for managing the disease. The 
examination of tissue specimens was very crucial to CHC 
evaluation process for stage identification[19]. However, 
this method has been reportedly expensive and invasive, 
time-consuming, and at risk of complications[19], [20]. 
Hence, researchers have immensely contributed to this 
regard by proposing cost-effective and time-efficient 
approaches to obtaining information on CHC stage. 

 In an effort to address issues associated with 
Hepatitis disease, researchers have employed the use of 
state-of-the -art methods to analyze, forecast and generate 
insight from the Hepatitis dataset to aid and influence 
decision making and policy formulation for health 
practitioners. Observatory Systems[21]–[23], Statistical 
modeling[18] and Machine learning approaches[24] have 
been quite successful in doing tasks of information 
visualization,  classification, diagnosis, prediction of 
Infectious diseases.   

Chun-Tao Wai and Joel K. Greenson [19] 
constructed a simple noninvasive index model to predict 
fibrosis and Cirrhosis using laboratory results and obtained 
validation tests of 0.88 and 0.94 of APRI AUC, respectively. 
In recent work UCI dataset. Meanwhile,  Artificial neural 
networks was used by authors in [26] for a similar purpose. 
Further, a single-stage classification model and a multistage 
stepwise classification model based on Neural Networks, 
Decision Tree, Logistic Regression, and Nearest 
Neighborhood clustering, have been developed to predict an 
individual’s liver fibrosis degree[27]. Again,  Nahla and 
Sana [28] considered cohorts of 166 Egyptian children with 
CHC and developed a staging and fibrosis prediction  system. 
They concluded that ML is an ‘addition to non-invasive liver 
fibrosis prediction and staging methods in pediatrics’. [29] 
developed a machine learning-based algorithm to identify 
patients with chronic HCV infection using health insurance 
claims alone and compared with previously developed ICD-
9 code-based algorithm. Onursal fezullah et al. described 
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how they applied multilayer neural network on hepatitis 
disease for diagnosis using approximation of sigmoid 
function and Levenberg Marquardt (ml) learning algorithm 
were used to obtain classification accuracy[30]. Generally, 
datasets characteristics pose challenges to most leaning 
algorithms to perform well. These characteristics may be 
noise, poor quality, high dimensionality etc. Feature 
Selection is a dimensionality reduction technique that is used 
to improve model performance accuracy as well as 
interpretability.  

b.  Feature Selection  

FS is considered as either a single objective or multi-
objective combinatorial optimization problem[31][32]. 
Datasets collected come with a number of 
dimensions(features) or attributes. These features are 
necessary for classification or prediction task as each feature 
(independent variable) have some degree of contribution to 
the target variable (dependent variable) however, when the 
dimension is much (course of dimensionality) becomes an 
issue for the model performance. Hence, the goal of the 
feature selection process is as follows: given a dataset n 
described by m features (m dimensions), find the minimum 
number of m which describes the dataset as much as the 
original set of attributes do[33]. 

Using relevant feature elements improves the 
predictive accuracy of classification algorithms, less 
learning time, and better interpretability. Approaches to 
feature selection include methods like Principal component 
analysis, which obtain new features by compressing feature 
dimensions to a smaller number of features containing only 
the principal components. Other approaches extract a subset 
of features from the feature vector. 
 

C. Ensemble Learning   

Every model is associated with some limitations, which 
sometimes results in and as a result it makes error on training 
sample[34]. Decision Decision-making is an important 
component of our daily activities. One primary task of 
machine learning is the construction of good models from 
datasets[35]. Datasets consists of feature vectors and are 
characterized by different limitations such as model 
complexity, noise, data imbalanced, high dimensionality etc. 
For a machine learning model to be accepted as an optimal 
hypothesis to a specific domain, it has to capture all these 
characteristics when performing classification tasks on the 
datasets. However, it is difficult for a machine learning 
model to capture all these characteristics; as a result, it 
makes error on training samples.  

In the last years, ensemble learning methods have 
gained a significant attention from the scientific community 
in the area of machine learning and data mining. Machine 
learning ensemble method integrates multiple learning 
algorithms to achieve better predictive performance than 
could be achieved from individual learning algorithms 

alone[7]. It has experimentally been proven to provide 
substantially better performance than their single base 

learner[36]. They have been applied to different real-world 
problems. The idea behind the techniques is to combine a set 
of various prediction models to obtain a composite global 
model that produces reliable and accurate predictions. 
Subsequently, different ensemble learning algorithms and 
techniques have been proposed and applied in various 
classification and regression problems. Among which are 
face recognition, medical diagnosis such as disease 
classification and prediction jobs, financial forecasting and 
so on[37].  In ensemble learning, a set of learning algorithms 
called base learners are put together to perform a task using 
different approaches of either bagging, boosting or stacking 
techniques. Given a task, an ensemble of L individual 
learners (h1………. hL). Given a set of observations X = {xi 

∈ M} and set of labels Y = {yi ∈ N} and training examples 
D = {xi,yi} as input, learn model M on D and get H as 
classifier[7]. 
 

III. RESEARCH METHODOLOGY 

In this study, the methodology consists of two important 
phases. Figure 1 above shows how the flow of the model 
development. Firstly, dataset was acquired from UCI 
repository, perform data preprocessing, data cleaning; 
furthermore, the dataset was fed to Chi2 algorithm for 
feature significance/independence test, features with good 
fitness are selected and subject it to GA for optimal subset 
of feature selection; and attributes selection were carried out. 
Secondly, model development, stacking method of 
ensemble learning-based model has been proposed using 
three classical ML algorithms as base learners and a 
combiner or (meta-model) for a robust predictive model. 

a. Genetic Algorithm 

Genetic algorithm is a method often utilized for complex 
optimization problems based on genetic concept and has 
been applied in solving different problems in different 
domains. It has been used in machine learning for different 
purposes like Feature Selection (combinatorial 
optimization). An important aspect of machine learning  
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deals with selecting most relevant feature elements for 
model training in classification or prediction tasks.  

 
  

Figure 2. shows that the stage distribution in the datasets is evenly distributed, thus class balanced. Stage one (1) represents 
portal fibrosis, stage two (2) represents septa fibrosis, stage three (3) represents many septa, and stage four (4) represents 

Cirrhosis. 
 
Genetic algorithm is an evolutionary algorithm commonly 
used in different domains. proposed in the history It consists 
of five main operations; Initial population generation, 
calculating the fitness of individual using Fitness function, 
Crossover, Mutation and Selection. In the selection phase, 
the fittest individuals that will pass genes to the next 
generation are selected. Strong selection leads to highly fit 
individuals forming the population. The commonly used 
methods used for selection are rank selection, tournament 
selection, roulette wheel, Boltzmann selection. However, 
the selection method is genetic algorithm comes with some 
limitations in for chromosome selection process. Certainty 
of feature elements selected is not guaranteed due to 
limitations associated with selection methods.  
 

b. Chi-Square Algorithm 

X2 conducts significance test on the relationship between the 
values of a variable and category[41].  
 
 

The significance is obtained using equation 1 below. The 
higher a chi-squared test score is the most likely to be 
independent and hence should be part of new set of features. 
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A12 െ E12
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c. The Datasets 

The dataset was obtained from UCI data Repository 
Machine Learning Databases. The dataset consists of 1385 
samples with 29 attributes. The dataset was divided into four 
categories (classes) depending on the stage of the infection. 
There are 1385 observations with 29 features and target 
variables with to 4 stages (1, 2, 3, and 4).  Table 1 shows the 
description of the data attributes, and figure 2 shows 
Hepatitis C (Class/Stage distribution). 
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Table 1. Data Variables 
 

 
Figure 2. Stage (class) distribution chart.  
 

IV. EVALUATION METRICS 
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∑      ା       
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V. EXPERIMENTS  
 

In this study, two phases of experiment were carried out. 
With the aim to build a model that has high accuracy, 
precision and sensitivity with minimal feature elements. 
Two kay problems to tackle namely, classification of two 
Hepatitis C datasets acquired from UCI and feature selection 
optimization by hybridization of Chi2 with GA. In the first 
phase of the experiment, classification model was developed 
based on ensemble learning framework specifically using 
stacking approach. In this phase three classical machine 
learning algorithms namely, SVM, KNN and LR are the 
individual learners and LR the meta-classifier. The dataset 
was split into training and testing set, and GA was run on the 
dataset for Feature Selection. results were obtained from this 
experiment. In the second phase, the proposed approach has 
been implemented which is Hybridization of GA and Chi2 
for FS. Chi2 was used to check the fitness of individual 
features. The created dataset is the used for classification 
task.  
 
Algorithm, stacking ensemble 
 
1. Input: training data D = ሼxi, yiሽ ୧ୀଵ

୩  
2. Output: ensemble classifier M 

1

2
3

4

1

2

3

4

 Features  Features 
1 Body Mass Index (BMI) 16 RNA 12 
2 White blood cell (WBC) 17 RNA end-of-treatment 
3 Red Blood Cells (RBC) 18 RNA Elongation Factor 
4 Hemoglobin (HGB) 19 Baseline histological Grading 
5 Platelets (Plat) 20 Age 
6 Aspartate Transaminase Ratio (AST1) 21 Gender 
7 Alanine Transaminase Ratio 1 week (ALT1) 22 Fever 
8 Alanine Transaminase Ratio 12 weeks (ALT4) 23 Nausea/Vomiting 
9 Alanine Transaminase Ratio 4 weeks (ALT12) 24 Diarrhea 
10 Alanine Transaminase Ratio 24 weeks (ALT24) 25 Fatigue & generalized bone ache 
11 Alanine transaminase Ratio 36 weeks (ALT36) 26 Jaundice 
12 Alanine Transaminase Ratio 48 weeks(ALT48) 27 Headache 
13 ALT after 24 w alanine transaminase ratio 24 weeks 28 Epigastric pain 
14 RNA Base 29 Baseline histological staging (Class 
labels) 
15 RNA 4   
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3. Step 1: Learn base-level classifiers 
4. For t = i to T do 
5. Learn mt   based on D 
6. end for 
7. Step 2: construct new data set of predictions 
8. For i = 1 to k do 
9. Dm = {x’i, yi}, where x’I = {m1(xi),.mT(xi)} 
10. end for 
11. Step 3: learn meta-classifier 
12. Learn M based on Dm 
13. Return M 

 
 

VI.  RESULT ANALYSIS 
 

The result obtained are in terms of the Evaluation metrics 
defined above including accuracy, precision and recall 
scores of ensemble model with all 29 features. The accuracy 
obtained is 52%, precision score 53%, recall 27%. The 
confusion matric is presented below: 
 

 
 
Results of Feature Selection with Hybrid GA and Chi2 
 
 
At this phase, Feature subset selection was performed   usin
g GA only, the following feature subsets were selected and 
the results obtained for test accuracy is: 0.59, Validation Ac
curacy:  0.56, Individual: [1, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1, 
1, 1, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 1, 0, 0] with 15 feature subset
s, namely, 
 
 
 
 
 
 

 Table 2: Optimal Features generated by GA FS 
 

1 Age 9 Plat 
2 Headache 10 AST 1 
3 Diarrhea 11 ALT 48 
4 Fatigue & generalized bone 

ache 
12 RNA Base 

5 Epigastric pain 13 RNA 12 
6 WBC 14 RNNA 4 
7 RBC 15 RNNA EOT 
8 HGB 16  

 
The figure 3 below shows the p-values of feature elements, 
it is seen that some features are more relevant having high p
-values and other with p-values. It is based on this we disca
rd those feature elements with low p-values.  
 
 

 
 Figure 3. features shown based on their p-values 
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Figure 4. Feature elemesnts with good fitness.  

In this figure, we have discarded the feature subset with very 
low p-values and the remaining feature subsets are shown. 
 
The Hybrid GA and Chi2 is used for subset FS and the 
following was achieved Test accuracy: 66%, Validation 
Accuracy: 63% in a shorter period of time. Individual: [0, 1, 
1, 0, 0, 1, 0, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1] with 12 feature subsets 
presented in table 3. 
 
Table 3: Optimal Features generated by GAChi2 FS 
 

1 Gender 7 ALT 12 
2 'BMI' 8 ALT 36 
3 'Headache 9 ALT after 24 w 
4 Fatigue & generalized 

bone ache 
10 'Baseline 

histologicalGrading' 
5 'Jaundice 11 HGB 
6 'Epigastric pain 12 ALT4 

 
The results obtained with HCV-Egyptian-data has no 
significant difference with all model developed, this work 
further use Hepatitis Disease dataset set to evaluate the 
effectiveness of the proposed FS approach.  
 
 
 
 

VII. CONCLUSION  
 

In this paper, the contribution findings are as follows: 
initially, a stacking ensemble model was implemented for 
Hepatitis C stage prediction and evaluated using Accuracy, 
Precision, recall metrics; using a hybrid of GA and Chi2 
algorithm, we performed optimal Attributes Selection on 
HCV datasets. Under the same execution environment, the 
GA and GAChi2 have been implemented, ; our aim is to 
obtained a model with better performance accuracy than FS 
with GA alone with less execution period. The aim has been 
achieved, 56% accuracy has been obtained with GA 
Attributes selection and time taken, whereas GAChi2 
achieved 63% accuracy within. Hence the result analysis of 
the data shows little significant difference. In the Future, 
GAChi2 will be applied to different datasets to test the 
method capability in different domains.  
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