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Summary 

Extracting images from video dataset determines input and 
computation demand in training a machine learning model, 
using less framerate cut down on cost, however, higher 
framerate leads a better video quality hence better result is 
expected. In this paper, we investigated the influence of 
framerate on accuracy in identification of human through 
gait using the convolutional recurrent neural network model. 
Primary dataset was collected from at 60fps for 26 persons 
each having 12 to 16 instances. Frames are extracted at 
varying rates 60, 30, and 15 fps. We measured and 
comparatively analyze the accuracy and loss in train and 
validation set using each instance of datasets on the same 
model. The outcome shows similar results for each 
framerate and slightly better validation accuracy was 
recorded for 15fps 

Keywords: computer vision, human identification, framerate, 
deep learning, video dataset preprocessing, CNN-LSTM, gait 
analysis. 

1. Introduction: 

Gait is complex system that shows the behavior 
human and animals in motion while sustaining their center 
of gravity in different internal and external conditions [1].  
The study of gait has gained the attention of researchers for 
millennia [2]; information from variations in gait due some 
factors is relevant to different fields such as medicine [3] [4], 
robotics [5] [6], psychology, security [7], sports; therapy [8], 
etc. are used for serval purposes. Earlier research were based 
on measurable attributes of the gait, with recent 
advancements in computer performance, adoption of 
machine learning on visual data opens up wider range of 
solutions to problems that computer visions will be applied 
to [9].  

To effectively discuss the factors influencing 
decision on features to be extracted for gait analysis, it is 
important to discuss the walking mechanism of human. 

A gait cycle comprises sequence of two steps left leg 
proceeding left or vice versa, in a survey by Alharthi et al 
[10], they categorize the gait into sequence of event based 
on leg’s activities as shown in figure 1, in their survey gait 
is divided into two phases: Stance and swing phases. The 
latter is when the feet is in contact with ground comprising 
60% of the cycle time while earlier is when the feet is off the 
ground. 

 

Figure 1: Gait Cycle [10] 

The resulting effect of this actions can be observed 
at the upper part of the body. At A, the head is at its lowest, 
and the body weigh balanced between the two feet, at B, the 
head is rising and reaches its pick at C shifting he weight of 
the body to one leg, at D, it is at the same level as A, from D 
to G cycle repeat for the second step, it takes two step to 
make a complete gait cycle, through with the head makes 
two cycle, cycle may be distinct resulting from difference in 
condition of left and right sides of the body. 

In a situation where person limps for one side, the 
step cycle for the affected side becomes shorter, therefore 
the head cycle becomes relatives shorter. At varying weight 
of load, the flight time on legs is reduced to maintain balance 
of the body. 
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Advancements in sensors and actuators such as gravity 
sensors from mobile and wearable devices [11], floor 
sensors, motion detectors, visual sensors (cameras) sound 
and vibration sensors, accelerometer [12] etc. allows 
different type of data from different perspective, hence 
variety of data leading to different approaches to gait 
analysis. 

Studies have shown that gait is a source of biometric 
data gotten from an individual from the farthest distance [13]; 
however, a person’s gait is influenced by several factors that 
are grouped into external and internal factors. Internal 
factors deals with the person’s biology like health status, age 
[14], emotional status: [15] among others gait [16] [17] 
while the external component are factors on or around the 
targeted persons environment from clothing, foot wear [18], 
sloppiness of the flow [19] [20], load etc., these variations 
are studied by researchers for various classification 
problems. 

Graphical data processing has high computation 
demand compare to text data, researchers are proposing 
various way of optimizing computer resources through 
parallelism, algorithm optimization and preprocessing of the 
input data to reduce size of input. Some convert images to 
grey scale, resize the image or crop from the images  

Video file is made of sequence of images compressed 
with audio. Computer vision method deal with analysis of 
individual image as part of the video to extract features and 
patterns of relationships between the identified features of 
interest among corresponding images or frames. Video 
quality is influenced by image size (images resolution) and 
number of frames per second (framerate). To analyze a video 
in computer visions, images are extracted from the video. 
[18] 

The size of input is directly proportional to 
computational resources and processing time required for 
training a machine model, hence, minimizing the 
computation cost. 

Most researchers on gait analysis use open dataset with are 
often extracted images with undefined framerate. 

In rest of the paper we discussed gait analysis in section 
II, section III Existing work highlighting related works from 
literatures, the description of CRNN architecture was 
discussed in section IV, section V explained how the 
experiment was setup and dataset description, finally 
discussion and analysis of result in section VI, conclusion 
and future work was covered in section VII. 

 

 

2. Gait Analysis 
2.1 Methods of Gait Analysis. 

Several methods were proposed for gait analysis but are 
generally classified into two major categories, the Model 
Based and Model Free Gait Analysis [10]. 

1) Model-based: this method involves the using the 
mathematical model to formulate an abstraction of 
how a person walks showing how all the parts of 
the person are synchronized while walking or 
performing an action. 

2) Model free: however analysis is based on studying 
a sub structure or selected features of the gait 
without visualizing the whole. 

Both method are widely used in several areas as mentioned 
earlier. 

2.2 Machine Learning Vs Algorithmic Approach. 
Algorithmic solutions to problem will requires a complete 
definition of features to be extracted how they are to be 
measured, stored and computed. This approach can be used 
on model or model free based analysis. 

The machine learning approach falls under model free 
approach, being a black-box approach details of features 
selected and representation are defined by the model. 

Various deep learning methods have been employed to 
analyze gait videos for different purposes. Computer visions 
applies machine learning principles on visual data (image) 
or video (sequence of images) in solving related problems. 
These processes mostly include analysis of frames of images 
in a video, hence, the number of images extracted is directly 
proportional to computational cost of training the model.  

3. Existing Work 
Several research in areas of applied gait analysis have 

been carried out to investigate the possibility of using low 
framerate videos dataset to achieve a goal, in clinical 
application of gait, optimal low framerate possible to extract 
features for medical diagnosis and analysis. 

 In a review by [22], they concluded that one of the 
technical source of variability in performance framerate, [23] 
assessed the reliability of gait assessment for teleassessment 
for rehabilitation at different framerates and bandwidth for 
elderly based on performance oriented mobility assessment 
gait POMA-G by individuals (raters). 
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 In the area of identification, studies have explored the 
possibility of using low framerate to analyze gait sequence 
on algorithmic based analysis to reconstruct gait sequence or 
select frames from sequence that match specific phases in 
gait sequence in fig 1,  

[24] Akae et al proposed an improved low framerate gait 
analysis where frames are selected from sequence to match 
a specific phase of gait and manifold problem is experienced 
where frame matches the previous frame hence appearing 
still. 

Closest study to this was by Imoto et al [25], they 
analyzed their novel algorithm for gait identification based 
on dynamic features at different framerate, however, this 
research focuses on deep learning model and reliability of 
their analysis was not ascertained in the report. 

To our knowledge, researchers have recognized framerate as 
an influencing factor to computational and storage demand 
but an investigation have not been carried out to ascertain 
the tradeoff is using low framerate in deep learning approach 

4. Model Description: Convolutional 
Recurrent Neural Network 

The Convolutional Neural Network CNN is a deep 
learning model with celebrated success in autonomous 
feature extraction from data like images. Features extracted 
from CNN is used for effective classification or prediction 
of problems, it comprises of two steps convolutions and 
pooling as shown in figure 2. A CNN consists of one or more 
convolutional layers, each layer made of multiple filters. The 
architecture of CNN captures different features such as 
edges, shapes, and texture by leveraging the 2-dimensional 
spatial structure of an image using these filters. 
 

 

Figure 2: CONVOLUTION RECURRENT NUERAL NETWORK 

 
 
Recurrent Neural Network RNN has a competitive victory 
analyzing sequential datasets such as words in sentences, 
sequence of images from video. Natural Language 
Processing NLP problems like translation, DNA sequence 
analysis [26]and video analysis problems like action 
recognition.  
Traditional recurrent neural networks (RNNs, Figure 3.4) 
model temporal dynamics by mapping input sequences to 
hidden states, and hidden states to outputs via the following 
recurrence equations 1 and 2 where g is an element-wise 
non-linearity, such as a sigmoid or hyperbolic tangent, xt is 

the input, ht ∈ ℝN is the hidden state with N hidden units, 
and yt is the output at time t. For a length T input sequence 
<x1,x2,...,xT>, the updates above are computed sequentially 
as h1 (letting h0 = 0), y1, h2, y2, ..., hT, yT. 

 

 

ℎ௧ ൌ 𝑔ሺ𝑊௫𝑥௧ 𝑊ℎ௧ିଵ  𝑏  (1) 

𝑦௧ ൌ 𝑔ሺ𝑊௭ℎ௧  𝑏௭ሻ    (2) 

 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.1, January 2022 

 

414

 

Figure 3 Traditional Recurrent Neural Network RNN 

 

Though RNNs have proven successful on tasks such as 
speech recognition and text generation, it can be difficult to 
train them to learn long-term dynamics, likely due in part to 
the vanishing and exploding gradients problem that can 
result from propagating the gradients down through the 
many layers of the recurrent network, each corresponding to 
a particular time step. LSTMs provide a solution by 
incorporating memory units that explicitly allow the 
network to learn when to “forget” previous hidden states and 
when to update hidden states given new information. As 
research on LSTMs has progressed, hidden units with 
varying connections within the memory unit have been 
proposed. We use the LSTM unit as described in (Figure 3 
– 5),  

 

A slight simplification of the one described. Letting σ(x) = 
(1 + e−x)−1 be the sigmoid non-linearity which squashes real-
valued inputs to a [0,1] range, and letting tanhሺ𝑥ሻ ൌ

 
ೣିష

ೣାషೣ
ൌ  2σሺ2xሻ െ 1  be the hyperbolic tangent 

nonlinearity, similarly squashing its inputs to a [−1,1] range, 
the LSTM updates for time step t given inputs xt, ht−1, and 
ct−1 are: 

𝑖௧ ൌ 𝜎ሺ𝑊௫𝑥௧ 𝑊ℎ௧ିଵ  𝑏  (3) 

𝑓௧ ൌ 𝜎ሺ𝑊௫𝑥௧ 𝑊ℎ௧ିଵ  𝑏  (4) 

𝑜௧ ൌ 𝜎ሺ𝑊௫𝑥௧ 𝑊ℎ௧ିଵ  𝑏  (5) 

𝑔௧ ൌ 𝑡𝑎𝑛ℎሺ𝑊௫𝑥௧ 𝑊ℎ௧ିଵ  𝑏  (6) 

𝑐௧ ൌ 𝑓௧. 𝑐௧ିଵ  𝑖௧.𝑔௧   (7) 

ℎ௧ ൌ 𝑜௧. tanhሺ𝑐௧ሻ    (8) 

In addition to a hidden unit ht ∈ ℝN, the LSTM includes an 

input gate it ∈ ℝN, forget gate ft ∈ ℝN, output gate ot ∈ ℝN, 

input modulation gate gt ∈ ℝN, and memory cell ct ∈ℝN. 
The memory cell unit ct is a sum of two terms: the previous 
memory cell unit ct−1 which is modulated by ft, and gt, a 
function of the current input and previous hidden state, 
modulated by the input gate it. Because it and ft are sigmoidal, 
their values lie within the range [0,1], and i it and ft can be 
thought of as knobs that the LSTM learns to selectively 
forget its previous memory or consider its current input. 
Likewise, the output gate ot learns how much of the memory 
cell to transfer to the hidden state. These additional cells 
seem to enable the LSTM to learn complex and long-term 
temporal dynamics for a wide variety of sequence learning 
and prediction tasks. Additional depth can be added to 
LSTMs by stacking them on top of each other, using the 
hidden state h(-1)t of the LSTM in layer `−1 as the input to 
the LSTM in layer. 

 

Loading images on the RNN will be very expensive as 
storage demanding even with LSTM, however, a 
concatenation of the two architecture to form the 
Convolutional Recurrent Neural Network (CRNN) will be 
more efficient, with the convolution as encoders loading 
extracted feature onto the RNN as decoders to learn patterns 
in in the sequence of extracted features. 

Figure 4:  LSTM 

Figure 5: C‐RNN (LSTM) 
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5. Experiments 
5.1 Dataset 

To investigate the influence of framerate on reliability of 
accuracy result a high resolution data was captured at 60fps 
at distance of 5 meters from 26 subject between the ages of 
45 and 20 with majority in their early to mid-20s. 14 of the 
subject were male and 12 females. Each subject was has 12 
to 16 instance carrying any load of choice walking in 
different directions totaling 315 clips at varying lengths. 

Subjects were briefed on the research and willingly 
volunteered with all ethics observed. 

3 sets of dataset were prepared with varying framerate, 60fps, 
30fps and 15fps, implies reducing the size of input by 50% 
sequentially, hence reducing the computational and storage 
demand accordingly.  

5.2 Evaluation 
Cross validation in deep learning models gives to true 
behavior of the model, for classification problem such as the 
one discussed in this paper, 70% of the data is used for 
training and 30% for validation, the model was not exposed 
to the data, it is to use knowledge learned from the training 
to classify to test the true accuracy of the model. The greater 
the difference the less reliable, also it shows and control 
overfitting. 

The three instances of dataset prepared for this study were 
used to identical models on identical computer with similar 
hyper parameter, the accuracy and loss for train and 
validation where measured compared. 

 

6. Results and Discussion 

The result of the experiment is found on figures 8 – 13, with 
8 and 9 from 15 fps, 30 fps in figures 10 and 11 , figures 12 
and 13 for 60 frames  showing Accuracy as loss. Trainnig 
time was ralative to the ratio of input sizes as observed but 
not timed.  

All three experiment show similar accuracy after 100 epochs 
with 15fps doing slighly better at 82.08% with 69.77 
validation at 98th epoch, at the 100th epoch all three samples 
had 81.1321% test accuracy with validation of 72.093, 
70.3704 and 60.4938, for 15fps, 30fps and 60fps, we 
compute the absolute differnce between the traain accuracy 
and validations accuracy as shown in figure 12, showing a 
very identical pattern in the learning with 15fps having more 
lower differnce as the minimum points.  

  

 

 

Figure 6: Accuracy 15fps 

 

 

Figure 7: Loss 15fps 

 

 

Figure 8: Accuracy 30fps 
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Figure 9: Loss 30fps 

 

 

 

Figure 10: Accuracy 60fps 

 

Figure 11: Loss 60fps 

 

Figure 12: Absolute difference of test Accuracy and Val Accuracy 

 

7. Conclusion 

In conclusion, in this research we set out to investigate the 
tradeoff in terms of reliability of result in reducing framerates 
from 60fps to 30fps then 15fps in human gait identification, 
we collected primary dataset of 315 clips from 26 subjects at 
60fps, images sequences extracted at 60pfs, 30fps and 15fps. 
We implemented a convolutional recurrent neural network 
deep learning model, 3 prepared dataset were used the train 
model with 30% of dataset used for valition. The outcome 
shows there is no tradeoff with respect to accuracy, however 
improvement in the reliability of result was observed to be 
increasingly better from 60fps to 30fps and 15fps. 

 

8. Future Work 

In future work, we will consider investigation optimal 
framerate in gait classification problems like  of action 
recognition, clinical diagonosis among and more to 
generalize optimal framerate for all gait problems, lower 
framerates than 15 will also be analysed. Evaluation 
metrics like f1 score, precision and recall will be used to 
further measure effect of framerates on gait analysis. 
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