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Summary 
With the increase in the use of social networking apps in 
smartphones, users are increasingly concerned about the access of 
these apps to private and sensitive data which are highly valuable 
for users. Most of the prior studies assume the homogeneity of 
privacy preferences across users, yet these concerns differ from 
person to person based on many factors such as culture, age, and 
gender. Therefore, it is paramount to explore users' concerns for 
social media apps to design a system that meets and adopt users' 
needs and requirements. Accordingly, a questionnaire was 
designed that explores the most important preferences of users 
regarding social networking apps. Hence, the result of this study 
showed that users' concerns are not on one level but rather diverse 
and different. Moreover, age, gender and occupation play an 
essential role in different users' preferences. On the other hand, 
some demographic factors such as education and experience level 
do not represent a strong relationship with the level of privacy 
concerns. 

Keywords: Social Media Privacy Concerns, Mobile 
Permissions, Demographic Factors. 

1. Introduction 

The huge amount of private and personal information 
that is saved has expanded in tandem with the rapid 
growth of devices, activities, services, and information. 
Consequently, users become more worried about their 
personal information, particularly its use, who has access 
to it, and where it is stored (Anton et al., 2010). For 
instance, as shown in a Consumer Report, 92 % of British 
and U.S. Users are concerned about their internet privacy 
(TRUST, 2016). When users were made aware of internet 
user privacy, they were asked what made them most 
concerned about their online privacy and what drove them 
to take action where personal information is shared 
between companies, as according 45 percent of British 
Internet users (Federal Trade Commission, 2013). 
Moreover, 89 % avoided these businesses because they 
believed they won't protect their personal information. Due 
to these worries, 76 percent of Internet users curtailed their 
online activity in the previous 12 months [4]. Users are 
adequately worried about their online privacy, according to 
this evidence. 

Most mobile operating systems, such as Android and 
iOS, provide certain privacy measures for users due to user 

concerns about privacy protection (Kelley et al., 2012). 
Despite these provisions, the functionality and interface 
have several usability difficulties. Kelley et al., for 
example, discovered that users in Android struggle to 
grasp permissions due to a lack of usability (Kelley et al., 
2012). As a result, the Federal Trade Commission believes 
that privacy controls must be improved to further ensure 
that users' privacy is protected (Federal Trade Commission, 
2013). 

The development of rules, procedures, and tools that 
assist an end-user in controlling and comprehending their 
privacy-related information has received special attention. 
These approaches, on the other hand, assume that users 
can accurately configure all of the generated settings and 
that they all have the same privacy requirements. Users, in 
actuality, have a variety of privacy concerns and 
requirements due to their diverse privacy attitudes and 
expectations (Agarwal & Hall, 2012). Some users, for 
example, regard personal information in their social media 
profile, such as age, address, and gender, to be more 
sensitive than others (Song & Hengartner, 2015). 
Furthermore, assuming uniform privacy standards 
throughout a population is impracticable in practice (Song, 
2015). As a result, it is important to explore users' 
concerns about data sharing with applications before 
designing a privacy protection system. Some prior 
research assumes that users have one level of concern, 
while users' concern differ from person to person. 
Accordingly, a questionnaire is designed to know and 
understand users' concerns and what demographic factors 
influence users' choices. There really are five sections to 
this paper. The background literature is examined at 
Section 2. Section 3 describes how the data were gathered. 
Data analysis and findings are discussed in the section 4. 
Section 5 includes the conclusions and suggestions for 
future work. 
 
2.  Background Literature 

This section provides an overview of current privacy 
solutions. In recent years, many researches have been 
published on privacy in many areas such as mobile 
applications, web application, and social networks to 
protect users' privacy because privacy exists wherever 
personal information or sensitive information is disclosed. 
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However, this section merely focuses on a mobile platform 
due to related to the proposed system. 
 

Taintdroid was created to identify sensitive data 
leaving the system through untrustworthy applications 
(Enck et al., 2014). It was created using a dynamic 
approach that is implemented while a program is running. 
The system can monitor data flow at four different levels: 
variable, method, message, and file. Despite the fact that 
TaintDroid detects sensitive data, it presume that users can 
correctly configure all of the settings that arise. As a result, 
this strategy may place an unnecessary burden on users. 
Furthermore, they do not look at the usability of the 
interface that is presented to users.  

Balebako et al. (Balebako et al., 2013) suggested an 
alternative that focuses on the user's understanding of 
privacy concerns. The solution increases the user's 
awareness of possible privacy breaches. It is based on the 
TaintDroid platform and aids users in determining the 
frequency and destination of data provided by an app. It 
also has a variety of user interfaces that can help 
consumers understand which privacy-sensitive data leaves 
the phone. They do not, however, provide consumers 
control over their personal information, allowing them to 
designate which types of data they do not want to leave the 
phone. 
 

PiOS is another tool that analyzes programs for 
probable sensitive data leaks from a mobile device to a 
third party. It discovered data breaches involving device 
ID, location, and phone number. PiOS also took into 
account the address book, internet history, and 
photographs. PiOS detects data flows via static analysis. 
They examined over 1,400 iPhone apps and discovered 
that the majority of them leak the device ID, which can 
provide extensive information about a user's behaviors. 
PSiOS, on the other hand, does not give users fine-grained 
control over their personal data. 

In order to protect sensitive data, AppFence employs 
a replacing information method (Hornyack et al., 2011). 
Shadowing and blocking are two privacy measures 
provided by AppFence to safeguard sensitive resources. 
Users may be hesitant to provide applications access to 
sensitive data. As a result, instead of sending actual data, 
AppFence delivers shadow data. AppFence may give 
application shadow data that contains no contact entries, 
only those actual records not considered sensitive by the 
user, or wholly fake shadow entries when an application 
wants access to the user's contacts. The second method for 
safeguarding sensitive data is to prevent it from being 
exfiltrated from the device. TaintDroid information flow 
tracking is used by AppFence to track sensitive data and 
prevent it from being transmitted out of the device. 

The Taming Information Stealing Smartphone 
Applications (TISSA) comprises of three key components 
that give users fine-grained control over the sharing of 
their personal information (Zhou et al., 2011). TISSA was 
created to safeguard four categories of personal data: 
phone identification, location, contacts, and call history. 
The first is the content provider with privacy settings. On 
the mobile device, it includes the current privacy settings 
for untrusted apps. It also gives users an interface through 
which they can check the current privacy settings for an 
untrusted app (e.g., a location manager). TISSA presents 
users with empty or fraudulent options for personal 
information that may be requested by the app in order to 
protect personal information. The privacy-setting manager 
is the second component. It enables users to modify or 
update the privacy settings for installed apps. The third 
component includes content providers or services that 
control access to four different forms of personal data: 
phone identification, location, contacts, and call log. When 
an app seeks access to sensitive data, for example, the 
system will check the privacy settings and respond to the 
requests based on the app's existing privacy settings. 
However, because the average user is unaware of the 
reasons for permission requirements for individual apps, it 
is impossible for him to assess which sort of permission 
poses a high or low risk to the app. Furthermore, in order 
to alleviate the stress on mobile users, the system does not 
aid the user in making the best decision. 

PrivacyGuard (Song, 2015) and AntMonitor (Le et al., 
2015) enable fine-grained privacy control and 
packet-to-application ground truth mapping. They 
deployed a technique that analyzes actual Android network 
traffic and intercepts it using the VPNService API. This 
method does not require root access and is compatible with 
all Android devices running version 4.0 or later. 
AntMonitor is made up of three parts: an Android app 
called AnyClient and two server apps called AntServer and 
LogServ. PrivacyGuard, on the other hand, runs entirely on 
the local device. The client-side analysis' goal is to protect 
consumers in real time while also allowing for 
fine-grained privacy control. In comparison to AntServer, 
LogServer serves as a central repository for storing and 
analyzing all network traffic data, and it does not have to 
analyze a vast volume of live traffic. They enlisted student 
volunteers to test the AntMonitor system by having them 
use AntClient on their phones. The system gathers packets 
from the applications chosen by the volunteers and keeps 
them at LogServer in order to see if any of the installed 
programs are sending personal data to the Internet. They 
discovered that 44 percent of users had programs that leak 
their International Mobile Equipment Identity (IMEI) and 
66 percent of users have applications that leak their 
Android Device ID, respectively. Both PrivacyGuard and 
AntMonitor, on the other hand, presume that normal users 
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can accurately describe their personal information so that 
the system can detect them when they leave their phones. 
In this instance, these solutions do not assist consumers in 
alleviating the load of handling such a big amount of data. 

ProtectMyPrivacy (PMP) gives consumers 
fine-grained privacy controls for each app, allowing them 
to share anonymised data rather than sensitive information 
(Agarwal & Hall, 2012). It identifies privacy breaches in 
iOS apps. A unique device identification, IMEI, Wi-Fi 
MAC address, and Bluetooth MAC address are the types 
of data that PMP safeguards. The user's address book is 
another type of confidential data that PMP safeguards. 
Because some apps upload this information to a server 
without the user's permission, it contains names, addresses, 
phone numbers, and emails. When an app requests access 
to sensitive data, PMP gives the user the option to decline 
or grant the request in real time. As a result, PMP gives the 
user two alternatives for protecting his address book: 
allowing the program to access his address book or 
allowing PMP to submit an alternate address book with 
bogus entries (names, emails and phone numbers). They've 
also created a crowdsourcing mechanism that delivers 
app-specific privacy tips to assist users in making educated 
selections. However, the approach only addresses access to 
private data within the app and does not address privacy 
once the data has left the app. Furthermore, the system 
does not offer individualized recommendations to each 
user. Every user has their own set of privacy preferences. 
As a result, when the system creates recommendations, it 
would be beneficial to take into consideration the user's 
profile in order to provide a more personalized 
recommendation. 
 
4. Resesrch Methodology 
 

The questionnaire consists of three sections. The first 
section of the questionnaire includes classification 
questions to determine some demographic information, 
such as gender, age, education level and level of IT skills.  
The second section investigated how concerned users are 
about such privacy-related information in social media app 
generally. Whilst third questions explored users' concerns 
about such privacy-related information for seven common 
social media in Saudi Arabia specifically: WhatsApp, 
Facebook Instagram, Twitter, YouTube, TikTok and 
Snapchat. In order to verify that the survey instruments 
were understandable and reliable, a pilot study was 
conducted for ten participants. The feedback from the pilot 
study was used to refine and enhance the survey. All the 
provided questions were open-ended questions which need 
to be answered in accordance with the perceptions of the 
participants. 

Participants were recruited through different categories 

such as Email, social network, and some communities’ 
centre. Prior to displaying the survey questions, its aims 
and structure were briefed confirming that the respondents 
should be 18 years or older and they are free to withdraw 
up until the final submission of their responses. In total, 
381 completed responses and the total responses are within 
the range of other surveys in the research domain and 
close to the expected and targeted figure.  

Demographic information was collected including 
questions related to gender, age, education, and the level of 
knowledge in order to analyze the data, though the age 
ratio or any other demographic composition of the 
participants were not specifically controlled.  Among 
these participants, 56% of them were male; 44% of them 
were female. Regarding the age, almost half of the 
participants were between 18 and 24 which represent 48% 
of participants as shown in Table1. The age between 25- 
34 represents 24% and same percentage for age group was 
between 35-44 which is most interesting result. The 
percentage of youth age in this survey percentage the 
largest group which is aligned with parentage distribution 
of Saudi of population. According to Saudi Statical 
website 67% of Saudi population represents youth people 
(Saudi Statical, 2020). Being within an academic 
institution, nearly 77 percent of the participants have a 
bachelor or postgraduate degree, more specifically, nearly 
half of the participants have bachelor’s degree as shown in 
Table1. 

 
Table1: Summary of Respondents’ Demographic Characteristics 

Wisniewski et al. (2017) state that users differ significantly 
in how they learn and use different privacy mechanisms 
according to their knowledge. This draws attention to the 
paramount importance of considering users’ level of 
knowledge. Therefore, this survey includes level of 
knowledge which represents almost half of population is 
between intermediate and advance.  

In general, when participants were asked a general 
question about how they are concerned about their privacy 
in social media, participants’ answers indicate that highly 
concerned ( μ =1.7). Another general question is regarding 
how participants are concerned when social media apps 
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share their data with advertisements. Participants are also 
highly concerned about this question ( μ =1.5). This 
outcome indicates that participants are generally highly 
concerned about sharing their information in social media. 

4. DATA ANALYSIS 

In order to analyze the users’ preferences, the 
responses were transformed into a value number from one 
( Not at all concerned) to five (extremely concerned). To 
visualize the results, heat maps were utilized in 2D to 
display users’ average preferences for all 381 participants 
in a data matrix, as shown in  Figure 1. Red cells indicate 
a higher level of concern,  while green cells indicate a 
lower level of concern. The empty cells indicate the 
absence of data for a particular data type. 

Figure2: Average Preferences for Participants 

The highest levels of concern were Facebook and YouTube 
which shared same average (μ = 4.4). In the Facebook app, 
the location and phone information presented the highest 
level of concern for the participants (μ = 4.6). On the other 
hand, the phone (μ = 4.6), contact and location (μ = 4.5) 
information presented the highest level of concern in the 
YouTube app. Generally, location information represents 
the highest levels of concern across social media app. This 
indicates that users sill are concerned about location 
information even though the mobile operating system 
improved privacy permissions. 

The lowest levels of concern were WhatsApp (μ =2.6). 
where green cells represent most of WhatsApp cells. The 
second-lowest levels of concern were the Snapchat app (μ 
= 3.2). Snapchat and WhatsApp were the lowest concerns 
because participants may generally be less concerned 
when an app category access personal information related 
to the app’s core functionality. Therefore, it is important 
during the design of the solution to distinguish between 
app permission related to the core functionality and others. 

The overall picture of participants' average preferences is 
an useful place to start learning about current users' 
privacy concerns. However, the average results for each 
app across all participants show little diversity in user 
privacy preferences, despite the fact that users' privacy 
preferences are different, according to the literature study. 

As a result, as shown in Figure 2, a substantial effort was 
required to determine the differences in user preferences in 
each app.  

In Figure 2, the darker shades of red imply greater 
variation in participants' worry ratings for different apps. 
The variance result reveals that participants’ preferences 
have are definitely diverse. In most cases, variations are 
greater than 0.8 (of a rating on a [1 to 5] scale) and less 
than three. Despite the fact that Figure 1 demonstrates that 
respondents are unconcerned regarding their data being 
shared by the WhatsApp app, the variance result signifies 
that respondents' preferences for the WhatsApp app are in 
fact varied, and that the WhatsApp app reflects the highest 
variation among the people. By looking at data type across 
all apps, the multimedia information and camera appears 
the highest diversity among the participants. This variance 
in the multimedia information and camera indicates that 
information could not adequately be captured by a 
one-size-fits-all default approach. Moreover, there are 
different attitudes and different preferences towards this 
data because the level of privacy required differs from user 
to user. 

 

Figure 2: Variance in User Preferences 

 
Figure 1: correlation between users’ demography and social media apps 
where  p < .0001 ‘****’; p < .001 ‘***’, p < .01 ‘**’, p < .05 ‘*’ 

except for the Instagram app. This result indicates that 
there is a relationship between the level of education and 
the participants' concerns regarding the Instagram app. As 
for the level of experience factor for technology, there was 
also no correlation between the level of experience and 
user preferences in most social media apps.  On the other 
hand, the results showed that there is a difference between 
users' choices and type of job in some apps such as 
Instagram, WhatsApp, Tiktok and Snapchat. 
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Moreover, Spearman‘s test was performed to check for 
any correlation between users’ age and Snapchat app. the 
results indicate significant differences between users’ age 
in the context of camera, multimdea and location as shown 
in Table2. The strength of these correlations were 
moderate.  

Another method employed in this study to examine the 
relationship between participants' demographic features 
and their preferences was statistical analysis. The R 
software was selected because it is one of the most 
commonly utilized statistical tools by researchers to do 
complex statistical analyses. Hence, A Spearman‘s test was 
performed to check for any correlation between users’ 
demography and social media apps. Figure 3 indicates 
significant differences between males and females for 
social media apps except TikTok and Snapchat. The results 
show that females are more concerned about social media' 
data than males. 

In regard to age, A Spearman‘s test reveals a 
significant correlation between participants’ age and social 
media apps except for Facebook and YouTube which 
means as people get older, there are more fears of sharing 
data with social media. Figure 3 also shows that the factor 
of education level did not have a significant impact on the 
participants' choices  

This result indicates that when the users’ age increases, 
level of concern increases as well in some type of data in 
Snapchat. 

Factor Correlation 
coefficient ( r ) 

P-value Strength of the 
relationship 

Camera 0.4 0.001 Moderate 

Multimedia 0.3 0.001 Moderate 

Phone -0.021  0.684 No 
correlation 

Contact -0.002 .965 No 
correlation 

Location 0. 40 .001 Moderate 
Table 3: correlation between users’ gender and  Snapchat app. 

5. Conclusion and Future Work  

This paper explored users' concerns for social media 
apps accessing users' private data in Saudi Arabia and the 
influence of demographic factors on these concerns. The 
outcomes revealed that users have different privacy 
concerns because they have heterogeneous privacy 
attitudes and expectations. Assuming that users have 
uniform privacy requirements would be ineffective, and it 
could significantly increase the burden on, and frustration 
of, the user. 

The influence of demographic factors on users’ 
information privacy concerns was examined. Gender, age, 
and occupation have a significant correlation with user 
concerns for most social media apps. Older users were 
shown to be more concerned about information privacy 
than younger which in turn indicates that older users are 
more sensitive to privacy issues. Moreover, the outcomes 
revealed that females and males differ toward information 
privacy concerns. Females are often more concerned about 
most of the information on social media than males. 
Whilst there was no correlation between the levels of 
education about the privacy of social media apps and level 
of concerns except for the Instagram app.  

There have been few studies that have looked into 
users' concerns about data privacy in social media. This 
research contributed valuable information about the role of 
demographic factors and their relationship to the level of 
concerns for accessing privacy data in social networks. 
The findings have important implications for developing 
default permission settings. Hence, privacy preferences are 
diverse and cannot adequately be captured by 
one-size-fits-all default settings. Further research requires 
to develop a technique on how to user profiling could be 
utilised to cluster users into a smaller number of privacy 
profiles. Clustering users into a small number of groups 
could help to design initial interfaces which in turn, reduce 
individual users’ burden and frustration. 
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