
IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.3, March 2022 
 

 

594

Manuscript received March 5, 2022 
Manuscript revised March 20, 2022 
https://doi.org/10.22937/IJCSNS.2022.22.3.77 

 

Decision Support System: Towards Constructing a Secure          
Decisions Bank   

                        Abdelrahman Osman Elfaki                                             Wahid A. Rajeh 
 

University of Tabuk, Saudi Araba                                                 University of Tabuk, Saudi Arabia 

Summary 
In business environment, the case could be highly uncertain, or 
ambiguity which makes decision making process is strenuous. 
Therefore, creating a Decision Support System (DSS) to deal with 
this complexity is significant. In this paper, a DSSs bank has been 
suggested, where a decision maker select a decision from group of 
suitable provided decisions. First Order Logic (FOL) has been 
used for modeling and validating the proposed bank.  Four FOL 
rules have been presented and explained to validate this proposed 
decisions bank. 
Keywords: decision support systems, knowledge management, 
decision modeling. 

1. Introduction 

The current era is the era of knowledge, where its 
sources and its ways of obtaining are varying. Decision 
support systems (DSS) are one of the pillars of the era of 
knowledge. It is scientifically and practically proven that 
choosing the right DSS is one of the foundations for the 
success of any organization. It refers to electronic machines 
used by businesses to make judgments. The management 
utilizes these gadgets to determine the right course of action. 
These systems can search and assess vast chunks of data, 
thus compiling it for effective problem-solving. With a DSS 
system, an organization can project the profits at the end of 
the financial year, estimated revenue, and stock process, 
among others. DSS comprised modest model-designed 
systems in the past, but they have evolved into intricate 
multi-function appliances. In the early 1960s, many DSS 
were founded on mainframe computers, which offered 
business people structured reports. However, in the 1970s, 
the MIS theory took over the business realm seeing the 
transformation of DSS into more precise electronic-based 
systems that aided promotion, production, marketing, and 
pricing of goods. These changes in DSS were more evident 
in the 80s as the incorporation of an advanced database was 
realized. The fast advancement in internet infrastructure 
that followed increased opportunities for DSS as versatile 
systems, such as OLAL, were designed and integrated. 
These advancements in DSS have been accompanied by 
security challenges associated with data integrity, such as 
the difficulty in quantifying all the gathered data. In that, the 
functionality of a DSS is dependent on quantifiable data. 
Thus, it is challenging for the system to assess indefinable 

or intangible data considering that other data aspects cannot 
be precise and defied by figures. It implies the end product 
of the collected and analyzed data may be unreliable for 
decision making and thus should be considered keenly by 
managers. Data integrity in DSS is also threatened by fraud, 
which may occur in many ways. Logic bombs are one of the 
ways through which data fraud can be orchestrated in DSS. 
It involves the introduction of unauthorized software into 
the mainframe. The introduced malware may pose a variety 
of threats to the stored data, such as modifying it or 
encrypting it. In case of a modified data, the intended users 
will end up accessing wrong data, thus making incorrect 
decisions. Moreover, such malware may encrypt data 
within the DSS with the threat that it can only be decrypted 
upon paying a ransom. Thus, businesses need to adopt best 
practices such as ensuring access right and privileges are 
observed to prevent these threats. Any system users 
downloading, altering, or removing access rights should be 
known through documentation.  Thus, DSS are integral 
components within the business world, but they may also 
cause huge losses if the management does not observe data 
integrity. 

2. Motivation 

As decision support systems have become more 
sophisticated and mature over the years there are numerous 
efficacious DSSs that have been published in in research 
papers and technical reports [1]. 

 
In fact, the success of an organization depends on the 
correctness of the decisions that are made in it. Therefore, 
finding ways to ensure the correctness of decision-making 
has become requisite. Although in literature, theoretically 
and practically, there are abundant of DSS validation 
systems and tools still there is a necessity for tool that assist 
the decision maker in making a proper decision [2], [3]. 
This assistance to the decision maker can be in two ways: 
providing him with a set of decision options to choose the 
appropriate decision, and the other way is to verify that the 
choice that was made is the correct one.  From the foregoing, 
we propose constructing a decision bank, where a decision 
maker may find group of decisions choices for any case, 
also the bank should include a mechanism for validating the 
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selected decision and ensure that this is the appropriate 
decision. The establishment of a decision bank is a 
continuous cumulative process, as decisions are added to 
the bank whenever new decisions are found that do not exist 
in the bank and are commensurate with the nature of the 
institution’s work.  

 
Moreover, Decision Bank can act as a knowledge 

management platform where knowledge sharing and 
transfer could be performed through this bank. Where the 
knowledge and lessons learned from previous projects as 
well as from the evaluation of previous decisions are 
preserved as inherited knowledge in the form of decisions 
in the decision bank. 

2. Decision Bank 

The proposal of this paper has been presented and 
discussed in Fig 1 which shows framework the proposed 
decision bank.  The first step is a decision acquisition where 
the decisions are collected and found. The decisions could 
be collected from different sites, such as: reports of previous 
projects where the lessons learned has been highlighted, 
reports from domain experts, or suitable ideas from white 
and research papers.  The second step in proposed decision 
bank framework is decision abstraction where the decision 
is abstracted to reach the general meaning. This step is 
similar to stemming step in natural language processing. For 
instance, the decision of promotion to executive manager 
could be abstracted to promotion. The third step in proposed 
decision bank framework is decision leveling.  The decision 
level should commensurate with the management level of 
decision maker. For instance, the first decision level will 
only be for the first management level, i.e., CEO. 
 

The fourth step is direct step, where the prepared 
decision will be inserted in the decision bank. The fifth step 
is the most important step as it reflects the importance of the 
proposed decision bank. In this step, the decision maker 
chooses the appropriate decision from a set of options 
provided by the decision bank. The decision maker should 
select the appropriate decision to deal with a case at hand. 
The last step is decision evaluation, where decisions made 
before are evaluated. According to decision evaluation 
result, the level of this decision will be updated. 
 
 
 

 

Fig. 1  Framework of the proposed decision bank. 

The use-case of the proposed decision bank include   
two actors: knowledge engineer, and manager. The 
knowledge engineer is responsible for decision acquisition, 
and decision abstraction. On the other hand, in Fig 2, the 
manager is responsible for decision leveling, insert acquired 
decision in decision bank, decision evaluation, and match 
decision to a case. The use-case in Fig 2 prove that the 
proposed decision bank is interact externally with two 
entities each one is responsible for some operations. The 
first entity which is denoted by knowledge engineer is 
responsible for the establishment stage. The second entity is 
responsible for the transaction operations.  In real 
implementation, the responsibilities of these two entities 
could be divided to many people. 
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Fig. 2  Use case diagram for the proposed decision bank. 

3.1 Decision Modeling   

Modelling of the decision bank has been introduced, 
presented, and discussed. First Order Logic (FOL) has been 
used for modeling the proposed system. FOL has been 
proved as a successful tool for problem modelling [4-5]. 
There are four predicates have been used for modelling the 
decision bank, which are “type”, “level”, “match”, and 
“evaluate”. In the following, the Syntaxes and semantics of 
each predicate have been highlighted. 

Syntax: type (C, case). 

Semantic: identify the type, “C” defines the name of a case, 
e.g., type (applying for promotion, case). 

Syntax: type (D, decision). 

Semantic: identify the type, “D” defines the name of a 
decision, e.g., type (promotion, decision). 

Syntax: Level (D, L).   

Semantic: identify the level of a decision, e.g., 
level(promotion,1). This example shows that the level of 
“promotion” decision is 1 which means only managers with 
this level can deal with this decision.   

Syntax: Level (C, L).  

Semantic: identify the level of a case, e.g., level (apply for 
promotion,1). This example shows that the level of “apply 

for promotion” case is 1 which means only managers with 
this level can deal with this case.   

Syntax: Match (D, C). 

Semantic: identify that the decision “D” has been chosen for 
case “C”. 

Syntax: Evaluate (D, C). 

Semantic: The predicate evaluates (D, C) is Boolean 
predicate which means is return only “true” or false”. For 
instance, evaluate (immediate promotion, Jon apply for 
promotion) = false, means evaluate of a decision 
“immediate promotion” that had been taken for case “Jon 
apply for promotion” is false. 

3.2 Decision Validation 

Rules that should been considered for validating a proposed 
decision bank have been presented. Table 1 shows rules for 
validating the proposed decision bank. In the following each 
rule in Table 1 has been explained. 

Table 1: Validation Results 

Rule Result 

1 ∀ d, c: type(d, decision) ∧ 
type(c,case) ⟹  match(d,c) 

2 

∀ d,c, lc, ld: d, c: type(d, 
decision) ∧ type(c,case) 
∧level(d, ld) ∧ level(c,cl) ∧ 
ld ==lc ⟹  match(d,c) 

3 
∀ d, c: match(d,c) ⟹  
evaluateሺd,cሻ 

4 evaluate(d,c)= false ∧ level(d, ld)⟹  
level(d, ld-1) 

5 
∀ d,D:contain(D,d))∧  type(D, 
decision)⟹  d ∈ D 
 

6 
∀ d,D: contain(D,d)∧  type(D, 
decision)∧   level(D, ld)∧ ⟹ 
 level(d,ld). 

 

Rule 1: The case cannot be matched with a decision 
unless the decision is defined in the decision bank and 
the case itself is defined as a case in a decision bank. 

Rule 2: The decision and the case should be in the same 
level to be match together. In other words, if the 
decision and the case in different levels and the 
decision cannot match this case. 
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Rule 3: Any selected decision for matching specific 
case must be evaluated. In other words, any taken 
decision will be evaluated. 

Rule 4: If a taken decision for specific case is evaluated 
as false decision, then decision level will be decreased 
one level. Here, the reduction of decision level will 
allow more studies and discussion for this decision. 

Rule 5: If a decision “d” is a sub decision from decision 
“D”, the type of “D” is decision then this means “d” is 
belonging to “D”.  

Rule 6: If a decision “d” is belonging to a decision “D” 
and the decision “D” has the level “ld” then the sub 
decision “d” will take the same level as its master 
decision “d”. 

4. Related Works 

We have investigated the research works that dealing 
with the general modeling of a DSS considering time period 
for last five years. [6] proposed design principles to validate 
DSS in creating business models. However, the processes 
of creating these design principles are not tested and 
validated. The work in [7] proposed an intelligent DSS 
system that using support vector machine to learn from 
different datasets. The work in [8] proposed a benchmark to 
compare two intelligent methods that are used in developing 
DSS which are fuzzy logic with Artificial Neural Network.  
The results of benchmark proved that fuzzy logic is more 
accurate for modelling the uncertainty in DSS. The work in 
[9] proposed a DSS based on fuzzy logic as assistance for 
aircraft pilots. The work in [10] proposed a using genetic 
algorithm fuzzy logic for nurse scheduling problem.    It is 
clear from previous research that the use of logic has a good 
reputation in developing DSS [11]. [12] developed decision 
support system for measuring learning outcomes by using 
fuzzy logic. The results proved the importance of lecturer 
role in learning outcomes achieving.  
 

The works in [13, 14] demonstrates the significance of 
the changes, enhancements, and improvements that could 
be established by inserting Artificial Intelligence techniques 
and strategies within DSS. In [13], the work stresses using 
technology to address environmental challenges such as 
poor quality. According to the authors, DSS is an integral 
artificial intelligence tool that stakeholders can use to 
formulate effective policies that will enhance the quality of 
surface water in rivers. The idea that DSS can be essential 
in the agricultural sector is shared by Zong [14], who 
believe that the system is helpful in all industries. Today, 
there is a need to increase freshwater availability for the 
ever-rising population. Only 0.5% of freshwater is available 
for use, which is not enough for the human population. Thus, 
to enhance water quality management, DSS should be used. 
Water quality management implies enacting water quality 

enhancement measures ranging from collection to storage, 
among others. It begins with determining the water quality 
status after which protection measures are implemented. 
The process involves collecting on-site data and comparing 
it with the required standards, a procedure that takes time. 
Thus, for efficiency, a DSS should be employed as it will 
support the enactment of a solution, especially in relation to 
such a non-structured issue. With a DSS, stakeholders can 
assess the potential scenarios prior to making 
determinations, which will affect people’s lives.  
 

With artificial intelligence, DSSs have become more 
effective as problems can be identified and solutions created 
through technology. AI-linked DDSs are revolutionizing 
the environmental sector through the proposal of effective 
solutions. The author suggests that expert systems have 
since been utilized in addressing industrial wastes recovery 
and climate change simulation, among others. One of the 
major areas is the planning aspect, which forms a vital 
element of environmental conservation. Policy analysis is a 
critical step in the planning process as it employs scientific 
knowledge and skills to elaborate the impact of various 
solutions and scenarios on certain indicators. The authors 
agree that DSS framework is critical in river basin modeling 
where stakeholders look for answers regarding water 
quality. First, data measurement and collection can be 
successful by employing DSS. Data processing is also 
supported by DSS, considering that a relational database is 
utilized to store assessed data. Decision-making and 
selection is the next activity where the stored results are 
retrieved to formulate policies. In the end, decision support 
systems facilitate the implementation of solutions through 
the dissemination of decisions concerning the usage of 
water in varying environments.    
 

The works in [15, 16] illustrated by real cases and 
examples how using Intelligent logic in DSS will reflect in 
successful of its results. The logic is used in modelling and 
evaluating DSSs. Modelling DSS using logic is first step 
and corner step in automated the DSS. 

5. Conclusion and Future Work 

Designing an intelligent decision support system that 
assists the decision maker is a legitimate goal for 
researchers and academics. In this paper, a smart model of 
a decision support system is proposed that relies on 
providing a set of appropriate decisions for the decision 
maker to choose from. The intelligence in this system is to 
help the decision maker by providing choices, which makes 
it easier for him. The system is flexible as the taken decision 
will be evaluated and accordingly the decision level will be 
updated. As future work, a complete case study will be 
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developed to evaluate the applicability and correctness of 
our proposed system. 
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