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Summary 
In order to overcome the power fluctuation issues in photovoltaic 
(PV) smart grid-connected systems and the inverter nonlinearity 
model problem, an adaptive backstepping command-filter and a 
double second order generalized Integrators (DSOGI) controller 
are designed in order to tune the AC current and the DC-link 
voltage from the DC side. Firstly, we propose to present the filter 
mathematical model throughout the PV system, at that juncture the 
backstepping control law is applied in order to control 
it, Moreover the command filter is bounded to the controller 
aiming to exclude the backstepping controller differential increase. 
Additionally, The adaptive law uses Lyapunov stability criterion. 
Its task is to estimate the uncertain parameters in the smart grid-
connected inverter. A DSOGI is added to stabilize the grid currents 
and eliminate undesirable harmonics meanwhile feeding 
maximum power generated from PV to the point of common 
coupling (PCC). Then, guaranteeing a dynamic effective response 
even under very unbalanced loads and/or intermittent climate 
changes. Finally, the simulation results will be established using 
MATLAB/SIMULINK proving that the presented approach can 
control surely the smart grid-connected system. 
Key words: 
Load Flow Analysis, Motor Start Up analysis, THD rate, Real 
plant. 

1. Introduction 

Presently, traditional controllers encounter new issues 
typology with the massive number of grid-connected 
photovoltaic systems (PVs) in their way to maintain a 
totally effective and reliable [1] grid. Drawn hereunder in 
Fig.1 is the figure of our designed system. Many parameters 
are essential to be taken into consideration [2]; such as 
meteorological impacts like temperature, irradiation and 
wind speed. Furthermore, there is some important 
predominant other factors like the inverter comportment, 
the PV command laws and the load state [3].  

There is a special sight seen from inverter design and 
control point of view to merge the output electrical power 
quality of the used strategy.  

The intercepted power from the PV system part is 
converted to a useful and optimal power within the 
restricted standards. Then, any potential upcoming 

atmospheric changes couldn’t perturb the power quality;[4] 
like power factor which is close to the unity, Unsignifying 
injected harmonic current rate into the grid besides minimal 
reactive power.  

In this same axis, there are several papers in literature 
that accord importance for control by using automatic 
sophisticated methods and technical conception in order to 
achieve a robust chain, including several estimation errors 
reduced by the mean of algorithms such as the backstepping 
control.  

The Authors in [5] agree with the finite time stability 
and control for a class of uncertain variable fractional order 
nonlinear systems. They develop a variable fractional 
Lyapunov direct method in order to afford the stability 
proof of the considered system basis. They applied the 
sliding mode control method for uncertain variable 
fractional order systems robust control and then they 
eliminate the chattering phenomenon based on the proposed 
stability criterion.  

In [6] an improved finite control set model predictive 
voltage control proposed for the distributed energy resource 
in AC islanded microgrid was proposed. They proposed a 
control approach that uses mathematical models of the 
power converter to anticipate the voltage response for 
possible switching states in every sampling period in 
addition to a dual-objective cost function to regulate the 
output voltage as well as load current under fault condition 
and non-linear loading conditions.  

Whereas, in [7] they addressed a practical finite-time 
leader-following formation controller design for the 
second-order stochastic Lipchitz nonlinear systems under 
uncertain communication environments and external 
disturbances. They proposed backstepping sliding-mode 
controller guarantees that all the signals in the closed-loop 
system remain bounded in probability and the norm of 
sliding trajectories converge almost surely infinite-time to 
an arbitrary small neighborhood of origin, which can be 
called almost-surely practical finite-time formation. 

The work in [8], an adaptive control scheme based on 
command-filtered backstepping was presented using a class 
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of uncertain multiple-input-multiple-output MIMO strict-
feedback nonlinear systems. Within the last proposed 
scheme, extreme machine learning (EML) with random 
hidden nodes was used in the controller in order to 
approximate unknown functions besides a smooth 
projection algorithm that was adopted to adjust online 
estimated controller parameters such that the parameter 
estimates can be ensured. Moreover, some classical 
command filters have been designed to produce virtual 
control signals and their derivations thus the analytic 
calculation of the partial derivative’s virtual control signals 
has been removed. Likewise, the authors exposed some 
other filters aiming to generate filtered tracking error 
compensation. 

In [9] they presented a nonlinear coupled three tank 
system control. In which they designed a command-filtered 
backstepping control method, dedicated for the third tank of 
the INTECO three-tank model’s fluid level tracking. 
Meanwhile, comparing the pump control signal outputs 
with the backstepping controller references. They avoid the 
high frequency noise induced by the command signal 
derivatives into the control signal by the low pass filter use. 

Whereas in [10] a robust adaptive synchronization 
steering control design with set performance of the supply 
ship during underway refill using the adaptive technique 
derived to estimate the unidentified environmental 
turbulences bounds. The prescribed performance control 
technique has been introduced in order to guarantee the 
prescribed transient and steady-state performance of 
synchronization control and the command-filtered 
backstepping approach employed to avoid the direct 
analytic derivation of the virtual stabilizing function in the 
conventional backstepping.   

As a nonlinear control approach, the backstepping, 
which is widely used in grid-connected system is 
considered to deal with the nonlinearity and uncertainty [5-
13]. Then, a backstepping controller stabilizes the DC side 
voltage and ensures that the total harmonic distortion rate of 
the AC side is within the permitted range.  

Though, due to some main backstepping control 
weaknesses, like the virtual control derivative and control 
saturation problems which can upsurge the calculation time 
amount and then controller performance.  

Some approaches have been put forward to solve this 
shortcoming. In literature, there’s two ways to deal with 
that; firstly the dynamic surface control and second the 
command-filter control. In which command-filtered 
backstepping is more trustworthy than dynamic surface 
control [14-15]. Amplitude, speed and bandwidth 
constraints are introduced into the command filtering 
process, which are more convenient for modulating and 

restricting virtual control signals and real control signals so 
as to meet the actualized control requirements. 

As a contribution in this paper, an improved adaptive 
command-filtered backstepping controller tied to a DSOGI 
is designed for the inverter control. In the last proposed 
controller, an adaptive law based on Lyapunov stability 
theory is presented for the uncertain parameters estimation 
purpose counting the DC link capacitor, the output 
resistance and the inductance related to the grid-connected 
inverter. 

In the controller design process, the command filter 
and the compensation are used to solve the problems of the 
differential expansion about virtual control signal and the 
control input saturation. Meanwhile, control system 
stability is presented as asymptotically stable using the 
Lyapunov’s stability theory. 

The DSOGI is intended based on voltage equations 
written in complex representation in various reference 
frames that match with the harmonic current. Thus, a 
decoupling control in each reference frame could be 
attained which has been hard to achieve in the past. That 
will improve the harmonic current control transient 
response by decoupling control in several reference frames 
besides the first overshoot attenuation locked down to 
regulatory limits.  

In Section 2, we propose to establish the mathematical 
inverter and filter modelling. Whereas, In Section 3, the 
controller is derived and the stability of the system is proved 
by Lyapunov’s stability theory. The advanced nature of the 
designed controller is demonstrated in MATLAB/Simulink 
and presented in Section 4. Finally, conclusions are drawn 
in Section 5. 

2. Mathematical inverter and filter modelling: 

Fig.1 illustrates the overall PV system. 
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𝐼்ௗ and 𝐼்௤ are the filtered output inverter current. 
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𝑉௙ௗ  and 𝑉௙௤ are the modulated output inverter voltages. 

𝑉௥ௗ and 𝑉௥௤  are the direct and quadrature measured grid 

voltages. 

The grid voltages and currents in dq-axis are: 𝑉௥ௗ,𝑉௥௤ , 𝐼்ௗ , 

and 𝐼்௤.  

The dq-frame constituents swapping function are:  
௎೏ೝ೐೒
ଶ

 

and 
୙౧౨౛ౝ
ଶ

. 

The relationship on the inverter DC side conferring to 
Kirchhoff’s laws, are the Following: 
 

 
 

Fig. 1   Pv system and control modelling.
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⎩
⎪⎪
⎨

⎪⎪
⎧ ci

dUci

dt
ൌ 𝐼Ci i ൌ 1,2

𝐼cଵ ൌ 𝐼pv െ 𝐼dଵ ⇒  cଵ
dUc1

dt
ൌ 𝐼pv െ 𝐼dଵ

𝐼cଶ ൌ 𝐼pv ൅ 𝐼dଶ ⇒ cଶ
dUc2

dt
ൌ 𝐼pv െ 𝐼d2

𝐼c଴ ൌ 𝐼cଵ െ 𝐼cଶ ⇒ 𝐼c଴= cଵ
dUc1

dt
െ cଶ

dUc2

dt

                      (4) 

I୮୴ is the output current of the boost converter.  

Idଵis the input current of the inverter.  
Taking into account the energy preservation and ignoring the 
inverter power losses, the inverter in/out power equilibrium 
rapport among the DC and output side can be modelled as in 
Fig.2 and expressed as follows: 
Where CU is the DC-link voltage divided into two equal capacities, 
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Fig. 2  DC Bus. 
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ൌ 𝐼௖ െ 𝐼ௗଵ                                                                (6) 
dUc
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ൌ ூ೎
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െ ூ೏భ

C
                                                                    (7) 

Knowing the fact, that rqV average is equivalent to zero in 

steady state (from (5) we got 𝐼c ൌ
ଷ

ଶUc
ሺ𝑉௥ௗ𝐼்ௗሻ ). Then, 

submitting (6) – (7), the DC-link voltage dynamics can be 
drowned as follow (8): 
dUc

dt
ൌ

ଷ௏ೝ೏ூ೅೏
ଶCUc

െ
ூ೏భ
C

            (8)     

Therefore, the PV grid-connected inverter’s dynamic model 
system can be characterized as:  
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We define in the mathematical model, 𝑅் , 𝐿்௤ and  C as 

values of resistance, inductance, and capacitance. 
Meanwhile measuring parameter’s value truthfully, seems 
not easy throughout the present system the parameters could 
be kept as unidentified until they will be estimated in the 
estimation controller layer, which could be drawn as in (10): 
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ଵ

஼
, 𝛼ଶ ൌ
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௅೅೜
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ଵ

௅೅೜
                   (10)  

Acquiescing (8), (9) and (10) we define the subsequent 
system  
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From the expression (11) we carry out the controller 
estimated parameters 𝛼ଵ ,𝛼ଶ  , 𝛼ଷ . Then we will propose a 
backstepping adaptive command filtered with DSOGI 
method. 

3. Controller design Backstepping  

In order to maximize active power and consequently 
minimize reactive powers to the Point of Common 
Coupling PCC we generate controls V୤ୢ and  V୤୯  then 

generate I୘ୢ and  I୘୯ reference values.  

3.1 STEP 1 Errors definition  

We the define errors  𝜀௜ , 𝑖 ൌ 1. .3  hereunder; 

൛𝜀ଵ  ൌ   𝑢஼  െ   𝑢஼
௥௘௙ൟ                                                                 (12) 

൛𝜀ଶ  ൌ   𝑖்ௗ  െ   𝑖்ௗ
௥௘௙ൟ                                              (13)  

൛𝜀ଷ  ൌ   𝑖்௤  െ   𝑖்௤
௥௘௙ൟ                                                                  (14) 

Where,  uେ  and uେ
୰ୣ୤ are respectively the DC bus value and 

its reference.  

𝑖்ௗ and𝑖்ௗ
௥௘௙ are measured inverter dq frame direct current 

and the reference one. 

𝑖்௤ and i୘ୢ
୰ୣ୤  are measured inverter dq frame quadrature 

current and the reference one. 

3.2 STEP 2 Lyapunov criterion application  

The first Lyapunov function aiming to control and stabilize 
the DC bus will be written as follows: 

𝐾ଵ  ൌ  
ଵ

ଶ
𝜀ଵଶ                                                (15)                    

we derive (12) and we inject (11) to it, the formula will be 
expressed such as:  

𝜀
•
ଵ ൌ  𝛼ଵ ቀ

ଷ௏ೝ೏௜೅೏
ଶ௎೎

  െ  𝑖ௗଵቁ    െ  𝑈
•

௖
௥௘௙

                                 (16) 
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The derivative expression of Kଵ achieving the following: 

 
                                                                                                                                                                   

        (17)            
     

The Lyapunov stability condition is imposed that K
•

ଵ ൑ 0. 
Additionally, the optimal choice of the virtual controller 
i୘ୢ
୚  implies the best check. 

𝐾
•

ଵ  ൌ   െ  𝛽ଵ𝜀ଵଶ with βଵ a positive constant.  Formerly the 
virtual control is realized: 
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௥௘௙   െ  𝛽ଵ𝜀ଵ ቁ                       (18) 

The parameter 𝛼ଵ remains unknown, subsequently, we 

estimate it and replace it by 𝛼
∧
ଵ in (18): 
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௖
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We define the parameter estimation error as: 
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~
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∧
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Based on (16) we have 
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We inject (20) in (19) we obtain  
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∧
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The proposed command Filter is described below: 

Its Transfer Function TF expressed by (22) and (23) 
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• ௖൨ , 𝑈 ൌ  𝑥ௗ                      (24) 

The TF is very sensitive if we act on its poles and zeros by 
any modification of derivative or integral knowing that the 

FT reaction will be very arbitrary. Then for this purpose a 
preliminary study is required from time derivative, structure 
control diagram and the state equation.  

𝜀
•
ଵ

^

ൌ െ 𝛽ଵ𝜀ଵ 
^
൅

ଷ௏ೝ೏ఈ
∧
భሺ௜೅೏

ೝ೐೑ି௜
∧
೅೏
ೇ ሻ

ଶ௎೎
                                 (25) 

Using (16) and (25) It could be figured out as: 
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Knowing thatቐ
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•
∧ ቑ, (26) becomes: 
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4. DSOGI Filter approach 

The control approach implementation is described in 
Fig.3 Both of chopper and inverter own their distinct control. 
The PV generator voltage Vpv and current Ipv are firstly 
sensed, then applied to the INC MPPT controller entree. 
The last cited controller sets up the PV array set point 
voltage which is equivalent to the DC link voltage. 
Meanwhile, it assures the impedance adaptation by defining 
the boost converter duty ratio. At the end of line, we obtain 
the switching pulses by comparing the duty ratio and the 
5Khz frequency sawtooth waveform. 

The control technique needs the grid currents 
sensing𝐼ఈ  and 𝐼ఉ  ; The PCC voltages𝑉௔ ,  𝑉௕ and  𝑉௖ ; load 

currents if there are local loads and the DC link voltage 𝑈௖. 
The VSC input voltage is accustomed adoptively according 
to the PCC voltage for minimum VSC switching losses. The 
sensed grid currents are compared with generated reference 
currents in a current controller, and the switching pulses for 
VSC are obtained. The VSC control needs generation of 
four quantity namely, active power current component, PV 
dynamic current, DC link voltage loss current component, 
and unit templates for the synchronization of PV converter 
to the distribution grid. 

Unit templates Generation: Since we have the three grid 
phase voltages𝑉௔,  𝑉௕ and 𝑉௖ : 

The PCC voltage amplitude is estimated at: 
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ଶ ൅ 𝑉௖ଶ                         (28) 

The unit templates for the three-utility grid voltage are 
evaluated as: 
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Dynamic PV current 𝐼௣௩୫ୟ୶: The PV panel voltage 𝑉௣௩ and 

PV panel current 𝐼௣௩ are sensed, and the PV array power is 

written as: 

𝑃௣௩ ൌ 𝑉௣௩ ൈ 𝐼௣௩                    (30)  

𝐼௣௩୫ୟ୶ ൌ
ଶ௉೛ೡౣ౗౮

ଷ௏೅
                                   (31) 

The PV dynamic current is given as in Fig. 2 

Active current estimation component: In the three-phase 
system, the stationary α axis and β axis load current 

component 𝐼ఈఉ ൌ ൤
𝐼ఈ
𝐼ఉ
൨ are formulated in terms of various 

phases as: 
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The axes 𝛼  and 𝛽 axis currents voltages 𝐼ఈሺ𝑘ሻ and 𝐼ఉሺ𝑘ሻ 
remain distorted. The in-phase and quadrature harmonic 
free positive sequence HFPS and harmonic free negative 
sequence HFNS currents are mined from the last cited 
distorted currents 𝐼ఈሺ𝑘ሻ and 𝐼ఉሺ𝑘ሻ  by adding DSOGI filter. 

Its signal stream chart is shown in Fig. 5. 

4.1 The first order prefilter TF  

𝐻஼௅ሺ𝑝ሻ ൌ
ఠ೑

௣ାఠ೑
                       (33) 

Is the closed loop standard, low pass transfer function which 
has a unity gain, where 𝑤୤ is the cutoff angular frequency. 
We know that this first order scalar filter isn’t an optimal 
pre-grid filter. Then, it’s intuitive to put the right frequency 
by modifying  𝑝 ൌ 𝑝 െ 𝑗𝑤଴  with  𝑤଴  is the angular grid 
frequency equal to 100p as written in Fig. 3 and Fig. 4. 

 
 
 
 

Fig. 3 Modified first order prefilter in closed loop. 
 

𝐻஼௅ሺ𝑝ሻ ൌ
ఠ೑

௣ି௝௪బାఠ೑
                     (34) 

 
 
Fig.4 Equivalent modified first order prefilter in closed loop. 
 

The DSOGI scalar open loop transfer function as shown in 
Fig. 5and Fig. 6 of the 𝐻ை௅ሺ𝑝ሻ is expressed as:   

𝐻ை௅ሺ𝑝ሻ ൌ
ఠ೑

௣ି௝ఠబ
ൌ

ఠ೑௣

௣మାఠబ
మ ൅ 𝑗

ఠ೑ఠబ

௣మାఠబ
మ ൌ 𝑅ሺ𝑝ሻ ൅ 𝑗Imሺ𝑝ሻ (35) 

 
 
 
 
 
Fig. 5 Modified first order prefilter in open loop. 
 

 
 

Fig. 6 Equivalent modified first order prefilter in open loop. 
 

𝐼ᇱఈఉሺ𝑝ሻ ൌ 𝐻ை௅ሺ𝑝ሻ ൈ 𝐼ఈఉሺ𝑝ሻ ൌ ሺ𝑅ሺ𝑝ሻ ൅ 𝑗Imሺ𝑝ሻሻ ൈ
ሺ𝐼ఈሺ𝑝ሻ ൅ 𝑗 ൈ 𝐼ఉሺ𝑝ሻሻ                                              (36)   

     
Therefore,  
                                   

ቊ
𝐼ᇱఈሺ𝑝ሻ ൌ 𝑅ሺ𝑝ሻ. 𝐼ఈሺ𝑝ሻ െ Imሺ𝑝ሻ. 𝐼ఉሺ𝑝ሻ
𝐼ᇱఉሺ𝑝ሻ ൌ 𝑅ሺ𝑝ሻ. 𝐼ఉሺ𝑝ሻ ൅ Imሺ𝑝ሻ. 𝐼ఈሺ𝑝ሻ

ቋ                  (37) 

 

ቐ
𝐼ᇱఈሺ𝑝ሻ ൌ 𝐼ఈሺ𝑝ሻ.

௣

௣మାఠబ
మ െ 𝐼ఉሺ𝑝ሻ.

ఠబ
௣మାఠబ

మ

𝐼ᇱఉሺ𝑝ሻ ൌ 𝐼ఈሺ𝑝ሻ.
ఠబ

௣మାఠబ
మ ൅ 𝐼ఉሺ𝑝ሻ.

௣

௣మାఠబ
మ

ቑ      (38) 

 

 
- 
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𝐼ᇱఈሺ𝑝ሻ ൅ 𝑗. 𝐼ᇱఉሺ𝑝ሻ ൌ ቀ
ூഀሺ௣ሻା௝.ூഁሺ௣ሻ

௣ି௝ఠబ
ቁ                        (39)     

𝐼ᇱఈఉሺ𝑝ሻ ൌ 𝐻ை௅ሺ𝑝ሻ ൈ 𝐼ఈఉሺ𝑝ሻ ൌ 

ሺ𝑅ሺ𝑝ሻ ൅ 𝑗Imሺ𝑝ሻሻ ൈ ሺ𝐼ఈሺ𝑝ሻ ൅ 𝑗 ൈ 𝐼ఉሺ𝑝ሻሻ                       (40)          
                                                                                  

4.2 The second order DSOGI prefilter 

The first-order DSOGI prefilter can only reduce but 
not remove definitely the HFNS. Consequently, under 
sternly unbalanced grid conditions its performance might 
not be suitable. Moreover, if we add a complex zero pz = 
−jω0 into (33); we will directly produce a fundamental 
negative frequency zero gain which marks the HFNS 
elimination. Nonetheless, the harmonic attenuation of the 
last cited complex filter will be visibly reduced due to the 
TF numerator increased order. Therefore, taking into 
account both of HFNS and harmonic attenuation 
elimination a second order DSOGI prefilter with a complex 
zero  

pz = −jω0 will be drawn as: 

𝐻ሺ𝑝ሻ ൌ ீሺp ା௝ఠబሻ

௣మାଶ௠ఠ೙p ାఠ೙మ
                 (41) 

Where m is the damping ratio, ωn presents the undamped 
natural angular frequency, and G is an adjustable gain. For 
the HFNS extraction purpose, it is required that : 

|𝐻ሺ𝑝ሻ| ൌ |𝐻ሺ𝑗𝑤ሻ| ൌ 1𝐻ሺ𝑝ሻ ൌ 
ீሺ௝ఠబା௝ఠబሻ

ሺ௝ఠబሻమାଶ௠ఠ೙௝ఠబାఠ೙మ
ൌ 1                                                (42) 

2𝑗𝜔଴𝐺 ൌ 𝜔௡ଶ െ 𝜔଴
ଶ ൅ 2𝑚𝜔௡𝑗𝜔଴

ቄ
𝜔௡ ൌ 𝜔଴

𝐺 ൌ 𝑚𝜔௡ ൌ 𝑚𝜔଴
ቅ

                                (43) 

Investigating the imaginary and real parts from both sides 
of (41) gives: 

𝐻ሺ𝑝ሻ ൌ ௠ఠ.బሺp ା௝ఠబሻ

௣మାଶ௠ఠబp ାఠబమ
             (44) 

In practice, we usually set m to 0.707 in order to get an 
optimal dynamic performance.  

In the implementation of this SOF, we have adopted the 
DSOGI-Based Prefilter design [16]. 

4.3 DSOGI-Based Prefilter 

The block diagram of the DSOGI-based prefilter is 

shown in Fig. 7, where  𝐼ఈ ,
ᇱା
𝐼ఉ
ାᇱ

, 𝐼ఈ ,
ᇱି
𝐼ఉ
ିᇱ

, are the calculated FPC 

and FNC, Respectively; SOF-α and SOF-β represent the α- 
and β-axis second-order scalar filters (SOFs), respectively. 

Since SOF-α and SOF-β are in the same structure, the SOF-
α scalar transfer functions are given as: 

ቐ
𝐼ఈᇱ ሺ𝑝ሻ ൌ

ଶఠబ௣

௣మାଶ௠ఠబp ାఠబଶ
𝐼ఈሺ𝑝ሻ

𝑞𝐼ఈᇱ ሺ𝑝ሻ ൌ
ଶ௝௠ఠ.బଶ

௣మାଶ௠ఠబp ାఠబଶ
𝐼ఈሺ𝑝ሻ

ቑ                (45) 

 

 
Fig. 7 Second order filter scalar SOFs. 

 

 
 

Fig. 8 DSOGI based prefilter with ISC calculator. 
 

Moreover, the instantaneous symmetrical component ISC 
calculation unit as revealed in Fig. 8. According to the ISC 
method, the unbalanced three-phase grid voltages can be 
resolved into their symmetrical components through 
Fortescue method. 

 
 

Fig. 9 DSOGI based prefilter with ISC calculator. 
 

The ISC calculation in α − β reference frame, as shown in 
Fig. 9, is given as: 
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𝐼ఈఉ
ᇱା

ൌ ൤
1
𝑞

െ𝑞
1 ൨ 𝐼′ఈఉ  

𝐼ఈఉ
ᇱି

ൌ ൤
1
െ𝑞

𝑞
1൨ 𝐼′ఈఉ         (46) 

Where q is a 
గ

ଶ
  lagging phase-shift operator and  𝐼ఈఉ

ᇱା
 and 

𝐼ఈఉ
ᇱି

 are respectively the complex fundamental positive and 

negative-sequence. It can be seen that q is equal to  
௪బ
௣

 in the 

SOF-α. Furthermore, the HFNS calculation in the DSGOI- 
prefilter can be redrawn as: 

𝐼ఈఉ
ାᇱ

ൌ ଵ

ଶ
ሺ1 ൅ 𝑗 ௪బ

௣
ሻ𝐼′ఈఉ                           (47) 

𝐼ఈఉ
′ା

ൌ
1
2
൬1൅ 𝑗

𝑤଴

𝑝
൰

2𝑚𝜔.଴𝑝
𝑝ଶ ൅ 2𝑚𝜔଴p ൅ 𝜔଴

ଶ 𝐼ఈఉ 

ൌ ௠ఠ.బሺp ା௝ఠబሻ

௣మାଶ௠ఠబp ାఠబమ
𝐼ఈఉ                                                        (48) 

𝐼ఈఉ
ᇱି

ൌ
1
2
ሺ1 െ 𝑗

𝑤଴
𝑝
ሻ

2𝑚𝜔.଴𝑝
𝑝ଶ ൅ 2𝑚𝜔଴p ൅ 𝜔଴

ଶ 𝐼ఈఉ

ൌ
𝑚𝜔.଴ሺp - 𝑗𝜔଴ሻ

𝑝ଶ ൅ 2𝑚𝜔଴p ൅𝜔଴
ଶ 𝐼ఈఉ 

Consequently, the DSOGI-based prefilter complex transfer 
functions could be found at: 

𝐼ఈఉ
ᇱା

ൌ
௠ఠ.బሺp ା௝ఠబሻ

௣మାଶ௠ఠబp ାఠబమ
𝐼ఈఉ                         

𝐼ఈఉ
ᇱି

ൌ
௠ఠ.బሺp - ௝ఠబሻ

௣మାଶ௠ఠబp ାఠబమ
𝐼ఈఉ                    (49) 

 

𝐼ఈఉ
ᇱା
ሺpሻ  and 𝐼ఈఉ

ᇱି
ሺpሻ are respectively the governing HFPS 

and HFNS complex transfer functions. Moreover, we notice 
from (48) that 

𝐼ఈఉ
ᇱା
ሺpሻ and 𝐼ఈఉ

ᇱି
ሺpሻ made from the same SOF except a minus 

difference in the complex zeros. We have at the end 
DSOGI-based prefilter is, in fact, itself the SOF. 

The HFPS current components 𝐼ఈ
ᇱା
ሺpሻ  and 𝐼ఉ

ᇱା
ሺpሻ (s) are 

utilized to derive the active power current component and 
reactive current power component as, 

൤
𝐼௣
𝐼௤
൨ ൌ ൤

cos𝜔଴𝑡 sin𝜔଴𝑡
sin𝜔଴𝑡 cos𝜔଴𝑡

൨ ቈ
𝐼′ఈା

𝐼′ఉ
ା቉        (50)                                                                                      

Reference Angle Grid and Frequency Estimation: The 
estimated HFPS components are not orthogonal in case of 
large drift in grid frequency, and thus, the extracted active 
power component of load current/voltages is inaccurate. 
Thus, the utility grid frequency accurate estimation is 
essential under frequency drift condition with minimum 
overshoot and minimum settling time. The accurate 

estimation governing equations with an optimal dynamic 
response is as: 

𝜔଴ ൌ 𝜔௡ ൅ ׬ 𝑘௜ሺ𝐼௤ െ 𝐼௥௘௙qሻ           (51) 

𝜃 ൌ ׬ ሺ𝜔଴ ൅ 𝑘௣ሺ𝐼௤ െ 𝐼௥௘௙qሻ             (52) 

Grid References current Estimation: The real grid current is 
given as: 

𝐼் ൌ i்ௗ
௖  ൅ 𝐼௣ െ 𝐼௣௩୫ୟ୶                                   (53) 

The three phase grid reference currents are estimated using 
the active power grid current as, 

൞

𝑃௔
௥௘௙ ൌ 𝐼௧ ൈ 𝑉௔்

𝑃௕
௥௘௙ ൌ 𝐼௧ ൈ 𝑉௕்
𝑃௖
௥௘௙ ൌ 𝐼௧ ൈ 𝑉௖்

ൢ                    (54) 

Comparing these grid reference currents with the sensed 
ones through the comparator then fed to the current 
controller could lead to the reference VSC control switching 
sequences.  

5. Simulation results and discussion 

We developed a PV generator constituted by 5 series 
modules and 66 parallel strings providing 
100.8 kW generated power (64*5*5=1600) module. This 
PV field is done in our previous works [17, 18]. 

We considered the following sunlight profile which we 
presume that its dynamic is higher than a cloud crossing 
clear sky to be sure about our control performance. Indeed, 
the irradiation profile begins from 1000 w/m² during 2 
seconds, decreases from 1000 w/m² to 200 w/m² for 2 
seconds and regains 1000 w/m². 

PVG: After unlocking control at 0.02s the power 
reaches the MPP, as drawn in Fig. 10, which means that it 
tracks the irradiation profile.  

 

 
 

Fig. 10 Generated PV power. 
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Fig. 11 shows the evolution of the mean errors in output of 
boost controllers, reveling a fast-responding time. 

 
Fig. 11 Mean ICMPPT error. 

 

The mean error evolution in boost controller output of Fig. 
11 proves a fast-responding time and minimal error.  

 
Bus: 

 
Fig. 12 Continuous bus Voltage. 

 

Fig. 12 demonstrate the DC bus voltage dynamics set point 
has within 0.1s thanks to the filtered DSOGI and 
backstepping action. In the range of 0.1 s to 2 s when the 
sunlight, even drops at t=2s or raised up at=3s, the voltage 
stays unaffected at its reference value is 500V. Even for 
extremely sudden climate changes the bus voltage 
maintains its reference. 
In comparison with [16, 19-25] we mitigate the first 
overshoot to 566 V against 1300V when the reference bus 
value was 750 V and 622V in our previous works with the 
PID use [18], which could be fatal for the bus. A 
comparison is performed below in Table 1. 

 
Table.1 DC-bus different control techniques comparison 

First DC bus overshoot Voltage (V) 

Filtered Backstepping-DSOGI 566V 
DSOGI [17] 1300 V 
PID [18-19] 622 

5.1 Reference grid component synthesis 

Fig. 13 and Fig. 14 are park transform of our POC voltages 
and currents which we aim to reproduce for control purpose. 
 
The synthesized Itd, Itq, Vrd and Vrq magnitudes have been 
set by the performed command law respectively to 0.4pu, 

0pu, 1.2pu and 0pu for the quadratic component. Therefore, 
we effort just the active power flow through the POC.  

 

 

 

Fig. 13 Reference currents in dq frame. 

 

Fig. 14 Reference voltages in dq frame. 

5.2 Backstepping 

 

Fig. 15 Bus error 𝜀ଵ. 

  

Fig. 16 Backstepping derivative filter error 𝜀ଵ.
•
^

 

The error between the bus voltage and its reference 

𝜀ଵ presented by Fig. 15 as well the filtering error 𝜀ଵ
•
^

 in Fig. 
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16 are converging straight to 0 which indicates that the 
backstepping applied method is robust and trustworthy. 

 

Fig. 17 Current IPVMAX. 

 

Fig. 18 Current IP . 

 

Fig. 19 Current ITdc. 

We gather the 3 currents IPVMAX (Fig. 17), IP (Fig. 18) 
and ITdc (Fig. 19) producing the total current IT in order to 
generate the reference powers that will attack the entree of 
the PWM generator. 

 

Fig. 20 Reference powers in pu. 

Fig. 20 shows Paref, Pbref, Pcref, which are reference 
voltages aiming to generate output pulses that will be 
applied to IJBT gates. 

5.3 DSOGI_ISC 

 

Fig. 21 Concordia currents transform in pu. 

Iα and Iβ are Concordia transform of the three grid currents 
that will be presented to DSOGI entrees. 

     

 

 

 

 

Fig. 22 DSOGI positive sequence output currents in pu. 

 

At Fig. 22 the DSOGI output we obtain the HFNS and 
HFPS, we exploited just the HFPS to originate the active 
power current and reactive current power components. 

5.4 PLL 

   

Fig. 23 DSOGI positive sequence output currents in pu. 

 

From Fig. 23 we notice the frequency controls are 
responding fast in less than 0.2s from the beginning of 
control action and it remains 50 Hz throughout the 
simulation same as the grid angle in Fig.24 guaranteeing 
that the chain is synchronized with the grid frequency and 
angle. 
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Fig. 24 DSOGI positive sequence output currents in pu. 

5.5 GRID 

 

Fig. 25 DSOGI positive sequence output currents in pu. 

 

Fig. 25 exposes the voltage waveform at the POC 
independently of sunlight nature intermittent. Additionally, 
it’s inside the acceptable Voltage directives range 30KV+-
5%, even in t=2.1s and/or t=3.1s which are illumination 
transitions (1000, 200 and 1000w/m²). 

 

Fig. 26 DSOGI positive sequence output currents in pu. 

Fig. 26 presents the received power at POC is 97 KW from 
100 KW generated. This explicates a yield of approximately 
97%. And an acceptable power factor almost close to unity.  

 

Fig. 27 Irradiance profile. 

         

 

Fig. 28 Power at the PCC over 24 hours. 

Fig.27 and Fig.28 present respectively the irradiance profile 
and the generated power over 24. The received power at 
POC is 97 KW from 100 KW generated at midday. This last 

figure demonstrates the power evolution throughout the day 
and implicitly command uphold. 

6. Conclusion 

This paper underlines a total power injected PVG to an 
HTA grid-connected three-phase system. First of all, we 
presented the different mathematical used models and 
technics along with a detailed DSOGI and backstepping 
study and finally we record the overall system simulation 
response. The last cited suitable control laws mix reaches the 
anticipated production. This energy transfer optimization 
leads to get an appropriate waveform quality produced by 
the multi-level three phase NPC inverter. Adding to that, we 
ensured an optimal bus first overshoot preserving its right 
work, life duration and security. An amelioration has been 
getting compared to related works in bus voltage value and 
then power transfer quality.  As a future work we are 
focusing on implementing the presented control laws using 
a Raspberry PI 4 card in a manner that could be tested in a 
real environment. 
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