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Abstract 
Speech signal analysis processing helps extract information from 
both clean and noisy speech signals, and machine learning 
algorithms provide robust analytical tools for signal exploration. 
In this research (14) speech signal features were analyzed using 
machine learning tools with the following corpuses of speech 
commands: clean speech, with average noise, and with high noise. 
The analysis is based on the selection of the most correlated 
feature of distant and noisy speech along with the implementation 
of three (03) conventional learning (random forest nearest 
neighbor, voting model, and support vector machine (SVM)) and 
deep learning (Long short-term memory (LSTM)) models. This 
study presents a comprehensive result of selected features with 
clean, average noise, and very high-noise speech corpuses. The 
respective signal features performed well with a support vector 
machine (SVM) with no noise and average noise corpuses. 
However, LSTM shows significant results with high-noise corpus 
inters with macro-and average-weighted accuracy. 
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1. Introduction 
 

In this era of technology, speech has been 
transformed through the interaction and interface of 
machines. Many speech recognition systems have 
obtained satisfactory results, although many features 
of speech recognition exhibit different results in clean 
and noisy environments. There are many methods to 
achieve human-machine interfaces, and distant speech 
recognition (DSR) is considered the most genuine 
among them. Examples of DSR are commonly seen in 
Google Home, smart TVs, and Amazon Echo, which 
clearly show that it uses distant microphones for 
speech detection. There are many obstacles that make 
it difficult to build a solid distant speech recognition 
system, including overlapping speakers and 
background noise. The purpose of this study is to 
examine all aspects and features of the speech-by-
speech processing and analysis process, and then to 

apply machine learning (random forest nearest 
neighbor, support vector machine, and voting model) 
and deep learning (convolutional neural network and 
LSTM), and to compare the features and results of all 
models of speech with and without noise and distance 
[8,13,20]. In addition, speech features were analyzed 
to enhance the performance of distant robust speech 
recognition and compare the extracted and selected 
feature performances with average and high noise. 

The preceding feature extraction investigations 
are discussed in Section 2. The steps for speech signal 
processing and remote speech feature extraction and 
selection are outlined in section 3. The results are 
described in Section 4. On the basis of the data 
obtained, Section 5 concludes the performance of 
various learning algorithms in the presence of varied 
noise. 
 
2. Literature Review 
 

There are many different techniques used in 
distant speech recognition systems that are dependent 
on the division or type of DSR. The two distinct 
divisions of DSR are (i) a front-end speech 
augmentation system and (ii) a back-end automated 
speech recognition (ASR) system. Both studies used 
single or several distant microphones for voice 
recording. Advanced front-end microphone array 
techniques were applied to a DSR system with 
multiple distant microphones. The results imply that a 
lower word error rate (WER) is obtained compared to 
that condition when a single microphone is used. A 
large rift exists between automatic speech recognition 
and acoustic array processing, although significant 
progress has been made in both dimensions. In many 
cases, groundbreaking progress is to be made in the 
emerging field of DSR, and this abysmal state of 
affairs must change. This study outlines five pressing 
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problems in DSR, a research field that is essential for 
constructing truly effective DSR systems [12,14]. The 
time-domain waveform contains all the auditory 
information of the speech signal. Various approaches 
for transforming data into information have been 
meaningfully interpreted in previous studies. To 
obtain statistically relevant data, audio signals must be 
converted into a small number of characteristics or 
features. Therefore, it is necessary to develop 
techniques for reducing information from incoming 
data. These features were categorized into segments 
and similar segments were grouped and compared. In 
terms of parameters, there are a variety of innovative 
and unique approaches for quantifying speech signals. 
Although they all have advantages and disadvantages, 
we have listed some of the more popular approaches 
along with their significance [1]. In most back-end 
state-of-the-art ASR systems used in distant speech 
recognition systems, the recognition problem is 
divided into three sub-processes: (i) extraction of 
features, (ii) acoustic modelling, and (iii) language 
modelling. To obtain the best performance, each was 
refined independently. Discriminative characteristics 
are obtained from speech signals by feature extraction 
to classify linguistic content, which leads to obtaining 
perceptual linear prediction coefficients (PLPs) and 
Mel-filter bank cepstral coefficients (MFCCs). Based 
on these results, many speech-related systems gain 
optimal efficiency [2]. Speech is a profound and 
natural human skill. The coordination of 
approximately 100 muscles and 14 different sounds/s 
was mainly characterized in grownups. Speaker 
identification from speech signals is mainly dependent 
on the hardware or software capacity to detect speech 
signals and then identify the speaker in it. [3] Noise 
(natural or distant multiple speakers) must be removed 
by treating speech before feature extraction and 
speaker identification [4,9]. A preset amount of the 
signal component is used to visualize a voice signal, 
which is counted as the goal of feature extraction. It 
may be time-consuming if we treat all the data in the 
acoustic signal, as it is irrelevant in the identification 
task. [5,6]. 
 
3.  Methodology 

 
The distant speech recognition approach is a 

technology that relies on traditional speech signal 
analysis techniques to analyze the features that are 
most effective in speech recognition, as seen in the 

light of previous datasets and research. Distant speech 
recognition and analysis include preliminary 
processing for speech signal processing, feature 
extraction, and classification by machine learning and 
deep learning user-defined ensemble modelling [21]. 
This study selects a speech signal analysis approach 
with a new user-defined algorithm that contains the 
speech processing, feature extraction, and selection 
process with user-defined ensemble learning of 
machine learning and deep learning models.  

A model was built for each algorithm and tested 
using a data sample from the TensorFlow speech 
recognition dataset. Fourteen speech features are 
included in the process of feature extraction, root 
mean square (RMS), Chroma variant “Chroma Energy 
Normalized” (CENS), roll-off frequency, poly 
features, Mel-scaled spectrogram, Zero passage 
crossing (ZPR), Spectral contrast, Mel-frequency 
cepstral coefficients (MFCCs), Spectral centroid, 
Relative spectral perceptual linear prediction (Rasta-
PLP), Short-Time Fourier Transform, Chroma 
Features (Chroma STFT), Linear predictive cepstral 
coefficients (LPCC), Tonal centroid features (tonnetz) 
and Pitch [19]. For feature selection, we applied the 
correlation method to analyze the most correlated and 
influential features in distant speech recognition. 
Feature data transformation and preparation includes 
reshaping feature vectors and merging them into 
single sample vector for each sample in training and 
testing and then we saved each sample into the data 
frame and them we split that data frame into training 
and testing data then encoded word labels of each 
sample, after all above steps we configured and trained 
all models which are used in our algorithm and then 
ensemble the testing step of each model to create 
ensemble function for final results this processes 
includes Random forest, K nearest neighbors, 
Convolutional neural network, Support vector model, 
from machine learning ‘Voting classifier’ and Long 
short term memory (LSTM) model for classification 
of features and signal . The steps of the speech signal 
analysis process implemented for distant speech 
feature extraction and selection are shown in Figure.1. 
A. Distant Robust Speech Dataset collection (Clean 
speech, With average noise, with very high noise)  
B. Speech Signal Acquisition 
C. Speech Signal pre-processing 
D. Feature Extraction  
E. Feature Selection and Analysis  
F. Feature Data transformation and Preparation 
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A. Distant Robust Speech Dataset Collection 
(Without Noise, With Average Noise, With Very 
High Noise) 

The primary source of the dataset was the 
TensorFlow speech-recognition dataset. See Table 1. 
Data were collected in the form of audio samples. The 
most recent speech command dataset is released by 
TensorFlow, which includes 30 short words with 
65,000 one-second-long utterances by thousands of 
different people. The sample dataset is split into two 
portions: test and training datasets (the training dataset 
is 70% and the test dataset is 30%). The dataset 
contained 1000+ wav format audio recording files for 
each word.  
 
B. Speech Acquisition 

Inaccurate or unreliable records from the database 
or dataset are detected and removed/corrected during 

the process of speech data cleaning. After the 
detection of the non-relevant part of the dataset, it is 
remodeled or the unwanted dirty data are removed. 
This process is applied to batch processing through 
interactive scripting using data wrangling tools. 
 
C. Speech Pre-Processing  

To extend the potency of the desired feature, the 
sound preprocessing stage is applied in the sound 
recognition system, and recognition performance is 
boosted in the classification stage. Speech 
preprocessing includes three major steps: dataset 
sampling, windowing, and noise removal. Sampling 
was performed to obtain a discrete signal from a time 
continuous sound signal, and the result was a time- 
and value discrete signal x(t). To obtain a finite 
frequency fmax, it is band-limited, and a sampling 
frequency is used to sample at least 2fmax. In this 

Figure 1: Distant Robust Speech Feature Extraction and Analysis Flow 
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manner, it can be reconstructed using its time-discrete 
signal x[n]. A direct impact on recognition accuracy 
was demonstrated by Sanderson et al. [7] 
 

 
Table 1: Dataset Information 
 
D. Speech Features Extraction  

This study focuses upon the following selected 
fourteen features of speech recognition.  
1) Mel-frequency cepstral coefficients (MFCCs) 

Mel frequency cepstral (MFC) can be considered as 
a collection of Mel-frequency cepstral coefficients 
(MFCCs), which are derived from the audio clips’ 
cepstral representation. It can simply be defined as a 
‘non-linear spectrum-of-a-spectrum’ i.e. short phase 
of power spectrum of any audio or sound signal. A 
type of inverse Fourier transform (cepstral) 
representation can be used to derive this equation. The 
MFC allows for a more accurate depiction of sound 
because the frequency bands are evenly dispersed on 
the Mel scale, closely resembling the response of the 
human auditory system.  
2) RMS value of every frame 

RMS is abbreviated as ‘root-mean-square’, and is 
defined as the square of the amplitude of each wave 
form over one complete cycle; the average is taken as 
the sum of the values of the overall signal. At each 
spectral line, the RMS amplitude format was used to 

describe the comparable steady-state value of the sine 
wave. RMS of a spectrum: It is desirable to determine 
the RMS value of a spectrum. The RMS of a spectrum 
is a single value that represents the overall amount of 
energy present across the frequency range.  
3) Chroma variant “Chroma Energy Normalized” 
(CENS) 

The term chromagram refers to putting all pitches 
in an audio recording in one location so that we can 
understand how to classify them. It is a metric for 
measuring sound quality that allows one to categorize 
sounds as higher, lower, or medium. CENS features 
work by smoothing local irregularities in speed, 
articulation, and melodic ornaments such as trills and 
arpeggiated chords using statistics over vast windows. 
CENS is best used for speech audio matching and 
similarity tasks [10].  
4) Mel-scaled spectrogram 

The output of a nonlinear frequency scale 
translation is the Mel scale. The sounds are equal in 
distance from one another in Mel scale measures, 
which contain a set of pitches that the listener 
perceives as equal in distance. The gap between 7500 
and 8000 Hz is barely discernible on the Mel-scale 
compared to the Hz scale, where a clear difference is 
found between 500 and 1000 Hz [11]. 
5) Spectral Centroid 

The spectral centroid of a signal is the curve whose 
value at any given time corresponds to the centroid of 
the spectrogram’s associated constant-time cross-
section. A noise resistant assessment of how a signal’s 
main frequency varies over time is provided by the 
spectral centroid. The location of the center of mass of 
the spectrum is known as the spectral centroid. The 
spectral centroid is a measure that can be useful in 
characterizing the spectrum of an audio file signal 
because audio files are digital signals. This is 
sometimes referred to as the spectrum’s median; 
however, there is a distinction between the spectral 
centroid and the spectrum’s median measurement. 
6) Tonal Centroid features (tonnetz) 

Tonnetz, which illustrates single-step voice-leading 
relationships among major and minor triads and was 
essential in Richard Cohn’s early papers, is our 
fundamental example of a note-based graph (see esp. 
Cohn 1996, 1997) [16]. 
7) Spectral Contrast 

The change in the sound energy distribution over 
frequency is represented by spectral contrast. These 
individuals are likely to have problems with neuronal 
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processing that uses spectral contrast to minimize 
noise. A class of methods that achieve global spectral 
contrast enhancement has resulted from research on 
artificial compensation for spectral contrast deficits. 
The spectral contrast is a measurement of the 
frequency energy at each timestamp. 
8) Nth order Polynomial (Poly) Feature 

Approximations of local polynomials have a 
versatile feature space, particularly in time-domain 
signal analysis. In addition, ‘efficient recursions’ and 
‘autonomous linear statespace models are utilized to 
calculate the parameters of such polynomials, which 
leads to effective analytical solutions. 
9) Frequency Roll-off 

In many networks, roll-off builds a continuous 
gradient at frequencies considerably beyond the cutoff 
point of the frequency. Frequency roll-off is implied 
in the respective study to lower the cutoff performance 
to a single number of such a filter network. 
10) Short-Time Fourier Transform and Chroma 
Features (Chroma STFT) 

STFT Chroma, the strength of the 12 separate pitch 
classes used to study music, is represented by the 
chroma value of an audio. These can be used to 
distinguish between different pitch-class patterns in 
audio sources. 
11) Zero Crossing Rate (ZCR) 

The rate at which the sign of the signal changes 
within the frame of an audio is known as the zero-
crossing rate (ZCR). In simpler words, the number of 
times the signal is switched from +ve to –ve and back 
divided by the length of the frame is ZCR. Technically, 
this means that it is the rate at which the signal changes 
from positive to negative and negative to positive, or 
the rate at which the signal crosses the zeroth line [15]. 
12) Linear predictive cepstral coefficients (LPCC) 

Linear prediction cepstral coefficients (LPCC) are 
the coefficients that are produced from the LPC-
computed spectral envelope (see esp. Alim, Rashid 
2018) [21]. In technical terms, this is the coefficient of 
the logarithmic magnitude of the LPC spectrum, as 
visualized from the Fourier transform. 
13) Relative spectral-perceptual linear prediction 
(Rasta-PLP) 

The spectral transform was used in the Rasta PLP 
perceptual linear prediction. The method of wrapping 
spectra to reduce variations between speakers was 
introduced by Hermansky. In this method, vital speech 
information is retained, which aids in linear 
predictions [17]. In this technique, short-term noise is 

smoothed by passing it through a band-pass filter, and 
static spectral coloring in the audio channel removes 
continuous offset [18]. 
14) Pitch 

The fundamental period of a spoken signal is called 
the pitch. The fundamental frequency has a perceptual 
relationship. It depicts the vibration frequency of 
vocal cords during sound generation (e.g., vowels). In 
speech, pitch refers to the perceived highness or 
lowness of a tone, which is determined by the number 
of vibrations per second generated by vocal cords.  
 
E. Feature Selection  

To decrease the number of features, a mixed manual 
code selection technique was employed to select the 
most important features. To make the analytical 
procedure easier, quantitative or continuous features 
were chosen from among the 14 explanatory features. 
These features were chosen with great care. The 
desired columns are kept, while the unwanted columns 
are removed. 
The correlation matrix of feature features is shown in 
Figure 2, with highly correlated features shown in 
white. 

 
Figure 2: Correlation matrix heat map for feature selection 
 

As a result, the four features chosen to be the 
explanatory or independent features that will operate 
as predictors of the response or dependent feature of 
the class of words picked by a correlation matrix are 
MFCC, Mel-scaled spectrogram, Poly feature, and 
Zero crossing rate. To satisfy the assumption of no 
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collinearity between the independent features, a 
correlation matrix analysis was conducted, and the 
results are shown in Table. 2. 
 

 
Table 2: Most Correlated features by correlation 
 
In Table. 2, the selected features that have a high 
correlation rate are selected as feature sets for random 
forest, SVM, k-nearest neighbors, voting classifier, 
and LSTM modelling. 

 
Figure 3: Feature data before transformation 

 
Figure 4: Feature data after transformation 
 
F. Feature Data Transformation and Preparation 

Feature transformation is a group of techniques that 
creates new features (predictor features). Feature 
selection is a subset of feature transformation it is done 
for Knowledge discovery, Interpretability, to gain 
some insights and Curse of dimensionality, there are 
two ways of feature selection. Filter type techniques 
select features regardless of the model one of them 
correlation method was applied and explained in 
above heading. It mainly depends on the general 
features that help in prediction. Filter techniques 
suppress the least interesting features. They are mainly 
applied as preprocessing methods. A subset of features 
can be evaluated by the application of Wrapper 
techniques, which allows, unlike filter approaches, the 
detection of possible interactions between features. 
You can see the data frame in Figure. 3, in which data 
was stored and only the above four selected feature 
columns were selected for the final transformation, as 
shown in Figure. 4. 
 
4. Discussion and Obtained Results 
 

The Table. 3 shows a comparison of the features 
of clean speech, with average noise, and with high 
noise speech. MFCC, Mel-scaled spectrogram, Poly 
feature, and zero crossing rate are more correlated and 
effective as features of noisy speech recognition. 
Three machine learning predictive models were 
studied in their respective papers: random forest, K-
nearest neighbors, support vector machine, ensemble 
learning model voting classification, and deep 
learning model LSTM. Predictive approaches are 
likely appropriate for situations involving complexity 
and uncertainty. They will be very useful, although it 
is sometimes very difficult to model problems in such 
a way that they could be more convincing than 
practically useful. The deep learning model is simpler 
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than the machine learning model in terms of the 
mathematical equations that constitute the 
computational nature the models are trying to solve. 
 

 
Table 3: Comparison of features according to without n 
 
When it is implemented in statistical software, which 
is in this case Python, the deep learning results are 
much easier to interpret and more accurate than 
machine learning. For instance, the comparison may 
be related to the predicted values and actual values of 
the test data. The predicted values generated by the 
model based on the same test data were provided by 
both deep learning and machine learning. Based on 
these two array values, actual and predicted, we can 
assess the evaluation criterion of the root mean square 
error (RMSE), Pearson correlation coefficient R, and 
mean absolute error (MAE). These comparison 
metrics or criteria were defined using the following 
mathematical formulae(1),(2), and (3):  
 

𝑴𝑨𝑬 ൌ 𝟏

𝒏
∑ |ሺ𝒚𝒊
𝒏
𝒊ୀ𝟏 െ  𝒚ଙෝ ሻ|     (1) 

 

where yi is the, actual value, yi is represented as 𝒚𝒊 
and predicted value is presented as 𝒚ଙෝ  and 𝒏  is the 
number of observations. 
 

𝑹𝑴𝑺𝑬 ൌ ට𝟏

𝒏
∑ |ሺ𝒚𝒊𝒏
𝒊ୀ𝟏 െ  𝒚ଙෝ ሻ|𝟐 (2) 

 

𝑹 ൌ
∑ ሺ𝒚𝒊ି 𝒚ഥሻሺ𝒚𝒊
𝒏
𝒊స𝟏 ି𝒚ଙෞതതത ሻ

ට∑ ሺ𝒚𝒊ି 𝒚ഥሻ𝒏
𝒊స𝟏

𝟐
∑ ሺ𝒚ෝି𝒚ෝഥሻ𝟐𝒏
𝒊స𝟏

    (3) 

 

Where𝒚𝒊  is the actual value and 𝒚ଙෝ is the predicted 
value, 𝒚ഥis the mean of actual value, 𝒚ଙෝഥ  is the mean of 
predicted value and 𝒏 is the number of observations. 
Figures 5, 6, and 7 depict the prediction performance 
of both models, while Tables 4, 5, and 6 provide 
information for the three-comparison criterion 
described above. Compares the performance of all 
algorithms with the chosen features. 
 

 
Table 4: Comparison Indicators Without Noise 
 

 
Table 5: Comparison Indicators Average Noise 
 

 
Table 6: Comparison Indicators With High Noise 
 
Where, PCC stands for Pearson correlation coefficient, 
MAA stands for Macro Average Accuracy, and WAA 
stands for Weighted Average Accuracy. 
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Figure 5: Actual versus predicted of test data Confusion Matrices of No 
Noise by Machine Learning and Deep learning with selected Features 
MFCC, Mel scaled spectrogram, Poly feature and Zero Crossing rate 
 

 

 

 
Figure 6: Actual versus predicted of test data Confusion Matrices of 
Average Noise by Machine Learning and Deep learning with selected 
Features MFCC, Mel scaled spectrogram, Poly feature and Zero Crossing 
rate 
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Figure 7: Actual versus predicted of test data Confusion Matrices of High 
Noise by Machine Learning and Deep learning with selected Features 
MFCC, Mel scaled spectrogram, Poly feature and Zero Crossing rate 

 
Table. 4, 5, and 6 shows that different selected 

features like MFCC, Poly, Mel scaled Spectrogram 
and Zero crossing rate outperform with Support vector 
machine in comparison with other algorithms. 
Whereas, SVM shows least values of RMSE and MAE 
and MSE in the absence of noise. SVM also illustrate 
the significant values of SVM with RMSE and MAE 
and MSE in comparison with other algorithms with 
average noise. On the other hand, LSTM shows 

considerable results in comparison with SVM and 
other learning algorithms. can be seen with SVM 
algorithm It is also higher in Score, SVM comprises 
on higher values of Pearson correlation coefficient 
with no noise, average noise and high noise show 
strong correlation. 
 
5. Conclusion 

This study evaluated the performance of different 
learning algorithms in the presence of three different 
categories of noise (no, average, and high) with highly 
correlated distant speech features. In the experimental 
framework, data were collected from the tensor flow 
speech recognition corpus in the form of audio 
samples with different levels of noise. Experimental 
results show that the Support vector machine (SVM) 
outperform with highly correlated features in 
comparison with other learning algorithms with no 
noise and average noise speech sample in term of 
macro and average weighted accuracy. In contrast, 
LSTM performs well in comparison with other 
algorithms in the presence of a high-noise speech 
sample, with the lowest values of RMSE, MAE, and 
MSE. 
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