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Summary

This paper displays a combination data mining algorithm within a
Bank's database system, which is started by providing a data
mining application that characterizes a solution for one of the
problems that exist in the bank's database systems, which is
creating a new electronic means to increase the effectiveness of
the mechanism to attract the community of depositors and their
resources to banks. After that, it fits into the bank system to
perform the solution inside the bank's database system. This
method is then repeated every day at a specific time to improve
and enhance the bank system by providing data mining methods
that support different departments in the bank, particularly in the
Marketing department and Decision-Makers employees, to
execute a specific marketing decision. A hybrid model, of
unsupervised machine learning, was designed, represented by the
(K. means) algorithm and its data outputs were used in the
supervising machine learning represented by the (multi-class
decision jungle) algorithm, to determine which, cluster the
customer belongs to and whether he will subscribe in a term
deposit or not, and how much he will participate in deposit or not
participate in a term deposit. which provides these applications
with a conceptual and scientific approach to link the resulting
application in the bank's database system, it is worth noting that
this experience can be used in bank databases with data mining
technologies. The researcher found that; data of data algorithms
can be applied to the bank system as a smart banking system and
to adapt data mining algorithms to any database system, regardless
of the system's modern or old, in addition to that data mining
algorithms contribute to producing important results that
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contribute effectively to make effective strategic decisions. In the
conduct of the banking process.
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1. Introduction

In the business world, we found that banks play a vital
role in the flow of cash from customers and there are
challenges in banks to attract capital money, there are many
ways and strategies that drive and motivate the customer to
subscribe to a term deposit, and banks must work on the
strategies that would seek to improve customer service and
polarization. One of these strategies is the use of data
mining techniques, which are now one of the best tools for
data processing and results from extraction that turns into
knowledge with the help of banking system experts and
contribute to decision-making. We found that lately data
mining is used in the field of business and banking to track
customer behaviour and predict their potential operations of
buying and selling stocks and subscribing to term deposits
and other banking operations using certain questions such
as what are the attractive facilities that make the customer
participate in a term deposit, and what are the specifications
the customer candidate to subscribe to a term deposit
According to his education Level, Age, Job, Contact,
Campaign, Duration, Education, Marital Status...etc.

We found that the use of data mining in the world of
banks has found greater interest in light of the competition
between banks which is seeking to attract capital and strive
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to serve the customers above what is expected by
identifying the customer specifications and taking data
(Attributes) from him/her that would help in the analysis
and discover patterns that work to design offers that satisfy
the customer and make him loyal to the bank.

This paper attempts to integrate data mining
applications into the bank system, as it provides a thesis to
integrate data mining algorithms in solving bank problems
and then suggests a way to integrate the proposed solution
with the existing bank system to attract customers and work
to satisfy them and their loyalty.

We found that; there are many studies, projects and
experiments that have been conducted in the field of
analyzing the data of input, and renewed banks to
investigate deeper into tracking and understanding the
behaviour of the customer. To be served in a manner that
satisfies the customer. Furthermore, to make him a loyal
owner of the bank, and predicts the behaviour of his future
attitude. For example: (B & Pooja, 2021), (Obiedat, 2020),
(Krishna & Reddy, 2019b), (Krishna & Reddy, 2019a),
(A.Elsalamony, 2014) argued that; predicting a customer
subscribes to a term deposit or not, which is determined by
(Yes / No) using data mining algorithms, that give
distinguished accuracy in predicting customer's behaviour.
However, (Raju et al., 2014), (Chitra & Subashini, 2013)
authors of this studies provided clarification and
enlightenment for data mining and its role in improving
customer relationship management CRM, in the bank and
making the customer loyal and retain during strong
competition. Also, (Dinger et al., 2019) there are studies
conducted using the data mining approach on some Turkish
banks to identify the level of customer satisfaction with the
use of mobile banking applications and subscriptions in
bank deposits.

In these studies, (Vrontis, 2022), (Hassani et al., 2018),
(Abbas, 2015), (Baratzadeh et al., 2022) The authors wrote,
about the importance of data mining in the era of big data,
and its impact on the accuracy of the results. Discovering
customer behaviour, and urging them to take advantage of
banking services and support decision-makers, with useful
information help them in their campaigns marketing and
other sub-activities in banks.

Various banking applications are using data mining
algorithms, that helped detect credit card fraud, and thus,
the banks avoided losing millions of dollars, (Carneiro et al.,
2017). We found that; data mining technology and
applications have been used in banks, to solve the problem
of loan defaulting remain, by predicting the future
behaviour, of the customer (Nguyen, 2019). Moreover, we
found that; the data mining algorithms were used to detect
phishing criminals and unethical activities, targeting the
banking system. For example, creating fabricated web
pages exploited the increasing digital use by bank
customers (Kanchana, M., Chavan, P., & Johari, 2020).
This paper contributes to the field of E-CRM and its

application in the banking system through the following
methodology:

1- Create and adapt data mining algorithms with
banking system database systems to serve the banking
system and facilitate its electronic flow of operations.

2- Finding a framework approach that supports and
develops the process of integrating data mining techniques
with banking system databases.

3- Finding suitable solutions by analyzing databases of
the banking system to predict if the customers subscribe to
a term deposit or not.

4- Integrate solutions in the banking system.

2. Academic-State-of-the-Art:

Figure (1) is organized as a table to demonstrate the
previous studies in seven-dimension, the Author,
year of publication, the sample size, factors, algorithms
used, Results and Recommendation.

Author Year Sample [ Target class Factors | Algorithms Results and
size used Recommendation
(Canetal, 41181 | target Clients | Twenty-one | I\ Logistic | 1'Running the Logistic

2016) DECEMBER | records | that would most | Factors Regression | Regression Model with
2016 likely make 2 Binary all significant variables,
term deposit Decision we found that variables
purchases Tree age, housing, campagn
2\ largest impact on odds
ratios are euribor3m_cat
and nr_employed cat
Recommendation:
It would be an interesting
sudy to determine why.
thereis such a different
impact in the levels of
these social & economic
varizbles
(Abbas, | January 2015 | 4521 | predict the Seventeen | 1\ decision | 1\ The gain ratios showed
2015 records | depositafthe | Factors ree (DT). | that the
customer. Qiroughset | “Duration “age “balance

theary(RST) | “features have the
matimum gain ratio.

2\ decision free also
provides ahuge number
of decision and predictive
mules.

3\ The gain ratios showed
that the

“The Duration “feature
has the maxinum gain
ratio.

47 age” feature was the

§“balence” was the 108
predict whether | Twenty-one | 1' Decision | foundtha our proposed

(Kishoz | Apl 2019 | 1000

2019) records | aclientDeep | Factors Tree DNN classifier
subsaribes fora 2 Naive outperforms the other
term deposit. Bayes classifiers in terms of

3\ Support | accuracy.

Vectar Recommendation:
Machines | improving the accuracy
4 k-Nearest | of the Deep Neural
Neighbors | Network classifier

3\ Deep
Neural
Network
Classifier

Figure (1) demonstrates the previous studies.
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e e Sauple| Targa ds | Factors | Algorithms | Resatsad Showed data that are extracted from a bank dataset (Can et
: A ‘ . . al., 2016) after that we analyzed it and organized in the
(Faroogiet (1l 2019|4118 | sudyisonthe |20 input | 1\Decision |1\ The overall better
d,nd) records | wayto variales | Tree performance achieved by following table.
prediction of WNewd |18
term deposit Network | decision tree which
subscription INaive | reported91.2% Table 1: Bank marketing dataset
Bayes 1\ data nining canbe
4\lcnearest | further usedin to geffing A Attribute
l\aghbor information form a vast set N;). Attribute name Attribute category Description
of datawaehouse Type
Recommendation:
The EXpCIiIﬂEﬂtﬂl sefup had 1 age Client Data g‘lri;n(t)’fstsegiaﬁt the Continuous
be gpplied to other massive
- - - — lve bﬁﬂkll‘lg dﬂtﬁ ot 2 job Client Data Client's type of job Categorical
(Femina& {2015 B0 [Topredetthe | 16input | 1\ Naive | 1\ MLPNN dassifier mockl
Sudleep: ecords | bebavior of vatiables Bﬁ}'_ES shows better accuracy 3 marital Client Data Client's Marital Categorical
015) customarsto UNewd | (88.63%) among the two Stflilms at time of the
enhence the Networks | models expenmented =
decision making 1\ NB gives betfer values,
4 education Client Data Client's educational Categorical
processes for ROC area (0.858). background at the
retaining valued time of the call
customers Recommendation:
The expeﬂmeﬂtal set p 5 default Client Data Does the client have Categorical
: credit in default?
can be applying to other
huge live banking datasets. ) ) ) )
6 housing Client Data Does the client have Categorical
a house loan?
(Asae- | November 1\ predit 17input | 1\Newa |1\ Resultsfrom the study
frempong, 12017 customer vaiables | Network | deseribethat Rndom 7 loan Client Data Does the clienthave | Categorical
017 45,47 | reaction to bank 1\ Dedsion | Forest dgorithm with an a personal loan?
tecords | direct marketing Tree acaray of 87%is the
2\ To determine 3 Logistic greatest classifier in terms 8 contact Last Contact Info Communication Categorical
. ' - o t ith client
the main factors Regression | of predictive capahility. e e
4 % '
of custames 4 Randons | 3 custoners OIII Whon 9 month Last Contact Info Last contact month Categorical
who have Forest more call durations who of the year with
subscibed and spett on present a higher client
ate likely tolater probebility of subscribing
subsaribe fo term to the term dtposit 10 day_of week Last Contact Info Last contact day of | Categorical
i i i the k with th
deposits 3\ customers witha Clicenvtvee i e
minimum of secondary
school education are good 11 Duration Last Contact Info Last contact | Continuous
prospects to be targeted for duration, in seconds
i to Client
the benk term deposit
subsmptmns. The number of
contacts made
. . . 12 campaign Other during this Continuous
Figures (2) demonstrates the previous studies campaign for this
client
3. The Current Practice of the Bank's System: N
umber of days
that passed by after
13 plays Other the client was last Continuous
: : : contacted from a
In this study, we Wlll conducF experlmepts, on the data orevious campaign
of a Portuguese bank, in a marketing campaign, carried out
by the bank. The bank's customers were contacted through Number of contacts | Continuous
. . . performed  before
e-mail, phone, and cell phone calls to urge them to subscribe 14| previous Other this campaign and
to a term deposit, and with that, the study aims to predict for this client
whether customers will subscribe to a term deposit or not. s 1 o reaitts o the | Cotenoricat
. outcome T esults [0} he ategorical
Therefore, the total dataset used consisted of 41,181 records previous marketing
with 21 attributes. In general, 10 Attributes has selected for “ETDEEn
the StUdy' 16 emp_var_rate Social & Economic Employment Continuous
Table 1: Indicator of
Variation Rate -
Quarterl:
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17 cons_price_idx Social & Economic Monthly Index of | Continuous

consumer prices

Consumer Continuous
Confidence Index —

Monthly indicator

18 cons_conf idx Social & Economic

Social & Economic The  three-month Continuous
Euribor rate — Daily
indicator; Euribor is
short  for  Euro
Interbank  Offered
Rat

19 nr_employed

Number of | Continuous
Employees -
Quarterly indicator;
Number of
employed persons
for a quarter.

20 nr_employed Social & Economic

Has the client Categorical/
subscribed a term Binary

< o'

deposit? - 'yes','no

Target/Response

This paper took eight attributes to conduct in data mining
Algorithms using Microsoft Machine Learning Studio
(Azure Machine Learning designer) to analyze the dataset

and data selected shown.

Table (2): Table (2) displays the Data that has been selected in our

In addition, to benefit from the research tools as required by
the research stages of the inductive approach and the case
study approach. To achieve the above objective, a dataset of
a Portuguese bank was collected, which was collected
during a marketing campaign, and then pre-processing data
to get it free from errors, duplications and inconsistencies,
and replace missing values to obtain clean data and thus the
appropriate attributes. Then comes the process of entering
the attributes selected from the dataset to enter the
algorithms. At this stage, the experiments have been
conducted. By using unsupervised machine learning k-
means and data mining algorithms. Then the output of the
unsupervised machine learning model was represented in
the (k-means) algorithm the quality of each cluster was
adjusted, and then a dataset was developed and used in the
machine learning subject to supervision, and the model was
trained on all algorithms with multi-class, taking the highest
accuracy, three algorithms have achieved the highest level
of accuracy, multi-class decision tree, multi-class decision
forest, and multi-class decision Jungle, multi-class neural
network to obtain a classification which the customer will
subscribe a term deposit or not according to the Attributes
(Factors) that were taken from the customer.

So the aim of the process we want to classify customers using a data mining
model to predict and candidate the customer that more probable to
subscribe to a term deposit, based on the customer's Factors. The figure
below demonstrates the idea of the combination of Supervisor and
unsupervised machine learning.

study.
A. Attribute Attribute Attribute _ -
Description
No. name category Type Start
1 age Clients' age at the time | Continuous = =
¢ Client Data ¢ N
of the call
2 job Client Data Clients' type of job Categorical
3 marital Clients' Marital Status | Categorical A
Client Data
at the time of the call Unsupervised Clustering
4 education Clients' educational | Categorical
Client Data background at the time NE
of the call Supervised Combine to
5 default Client Data Does the client have | Categorical Unsuperinsad
credit in default? W
Supervised
4. The Methodology: Multi class decision Jungle
|
i

In this study, we follow the experimental approach, in
describing the construction of an automated Customer
Relationship Management E-CRM model, which is
integrated with the bank statute, that uses data mining
algorithms, that select the influencing factors for the
nomination of the customer, to subscribe to a term deposit.
While employing the comparison approach, between the
two systems as well, as taking advantage of the deductive
approach, to build a model where it contributes to the

development of banks, through their historical development.

Prediction to subscribe to a
term deposit

R
Emnd

Figure (3) the data flow diagram of the idea of supervised
combined with Unsupervised.
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Figure (4): demonstrating modelling system of integration of
unsupervised and supervised machine.

Figure (4) determining the experimental process of
combining the unsupervised machine learning & supervised
machine and the model performance.

5. A Novel Framework for E-CRM:

Transforming the model of the traditional CRM system, into an
automated system integrated with the bank statute E-CRM, by
contributing to reducing cost, increasing efficiency, reducing time-
consuming, simplifying procedures, and selecting the required
technology tools for work. This section describes the process of
integrating data mining algorithms with the banking databases system in
two ways.

1- The existing Databases in the bank system.

2- The process of integrating data mining algorithms into the banking
system. The main banking system data flow diagram quoted from a
previous study that is used in the current banking system, as shown in
Figure 4 showed the proposed process that the research wants to classify
customers using a data mining model to predict and candidate the
customer that more probable to subscribe in a term deposit. The proposed
model contains ECRM to classify customers and predict that customers

will subscribe to a term deposit according to their factors.

[}
e

[}
[}
|
[}
[}
[}

Figure (5) determining the experimental process of combining the
unsupervised machine learning & supervised machine and the model
performance.

Figure (6) shows the study Framework: An Approach of
Supervised and Unsupervised Machine Learning Model for E-CRM Bank
system.

The proposed main banking system and E-CRM model. Shows the process

we want to classify the customers using the data-mining model to predict
customers, which are potential to be subscribed in a term deposit.

6. The Experiment:

This section presents the experiment of the suggested solution, the
experiment will be conducted in a marketing campaign, the dataset has
been taken from a Portuguese bank, the experiment will analyze, examine,
and predict the customer who are potential to subscribe to a term deposit
and who is not. Applying unsupervised machine learning k- means
clustering and the output of the dataset from clustering. Using to predict
supervised machine learning, Multi-class Decision Forest, Multi-class
Decision Jungle, Multi-class logistic regression, Multi-class neural
network, and this experiment can integrate one algorithm into one
application with a user interface and advice decision-makers that the
customer will subscribe to a deposit who are not. In addition, it sends
messages via automated media of communication to attract customers to
subscribe to a term deposit. Furthermore, this test will be conducted inside
the bank's system. Then maybe apply to all banking systems, the
development of the last application follows the algorithm that is shown in
figure (6) above. In addition, the researcher used an algorithm K-means to
distinguish customers who are similar in a certain characteristic and put
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them in clustered groups. So, that it is easier to deal with them, according
to the marketing strategies, followed until it becomes clear, to decision-
makers and their vision is clear to them, regarding the customers most
expected to subscribe in a term deposit. Then, focus on them, in the bank's
upcoming marketing campaigns. After that, clustering algorithms look for
an increase in the similarity and decrease in the multi-dimensional distance,
among dataset locations, in the same cluster. Firstly, the researchers clean
the dataset, so that it is in an appropriate structure for clustering. Secondly,
we divide the dataset into three different clusters, using K-Means
Clustering. Thirdly, in this step, we examine our model results when we
right-click the Train clustering model. We can visualize the assigned data
to a certain cluster either cluster (0), cluster (1), or cluster (2). As shown in
the cluster diagrams below. In the following example, you will see three
clusters in figure (7).

Clustering is the greatest famous algorithm form of unsupervised machine
learning, we do not have any labels in clustering, only a set of factors for
reflection and your goal is to create clusters that have similar
interpretations clubbed together and dissimilar observations were as far as
possible. Assessing the performance of a clustering algorithm is not as
trivial as calculating the number of mistakes or the precision and recall as
in the briefcase of supervised machine learning algorithms.

garitms ¥ Evaluatz Modzl » Evalugtion results

Aerage Distnce to Custer — Average Naxml Disarce To Clster
M Number of Painte i

Center Center Center

view &

Combined Evaluation

Evaluation For Cluseer L

Evaluation For Clister

ation For Cluster n - e

Figure (7) displays the assigned dataset to three clusters Based on the
similarity and dissimilarity

Dis:

Assignments =
o Hiso

@ o mita swaten et

an” Jesgments

Figure (8) exhibit evaluate the model and evaluate the result and average
distance to the cluster centre

The above figure presents the results of the three Clusters and shows that
(Cluster 0) with an average distance to the cluster centre (4.4) is the closest
to the lowest average, and it contains the largest number of customers
wishing to subscribe to a term deposit and those who do not want it, except
for both. Next is (Cluster 2) with an average distance to the cluster centre
(4.9) and then the last (Cluster 1) with an average distance to the cluster
centre (6.6).

In the following figure, the basic data is displayed with its assignment in
the particular cluster based on the proximity of the data to the centre of the
group, as the closest distance from the centre of the cluster is included in
it, In the sense of the customer whose characteristics are similar to the
cluster, he is closer to it in terms of distance, and therefore is belong to the
cluster.

D ae maitd  ecucation cefat

Figure (9) present assign customer in a certain cluster & distances to the cluster

e The above screenshot displays the customer dataset as follows (age
=56),(Job = housemaid),(marital status = married),(education =
basic.4y),(default = 0) and this customer has been assigned to the
cluster (2) and it has been assigned according to the nearest distance
from the centre of the cluster(2), where cluster (2) was the distance to
cluster centre was (6.6), While we find that the distance of the
customer dataset from distance to cluster centre (0) was (22.9), As for
the customer dataset from distance to cluster centre (1) was (14.8).

e By looking at the distance of the customer’s dataset to the center of
the three clusters, we find that it is closer to cluster (2), concerning its
nearness to cluster (2), so the customer was assigned to this cluster (2).

. Figure (9) shows the clusters chart and shows that the cluster (0) was
the most fortunate in assigning customer data with similar
characteristics.

1 Statistics

Mean 95207
Median 70303
Min 13013
Max 64265
Stadard Dedation 81535

Numeric Score

Feature Type

ClusterCenter na.0

Figure (10) presented assignments diagram.
By cutuiug wie ucans ur wie unucusivns UL we usances vaewee the
dataset points and then from the cluster centre, we found that the total mean
of the distance to cluster centre no (0) was (9.6297) shown in figure 11.
furthermore, the total mean of the distance to cluster centre no (1) was
(31.005) as shown in figure 13, additionally the total mean of the distance
to cluster centre no (2) was (12.3471) as shown in figure 15
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Figure (12) demonstrates the mean of the distances to cluster centre (0) Figure (15) illuminates the mean of the distances to the cluster centre (2).

diagram.
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customer deposited a deposit or not made a deposit based on the original 12 3 serces mared . 0 M
data, and from here we have improved data by recognizing the distance
from the centroid of the cluster, from the unsupervised machine learning Figure (18) determine the real dataset including the column of cluster
data output (k-means) the average accuracy of the calculation was assign and average percentage

calculated Whether the customer deposited a deposit at a certain
percentage, or did he not deposit a deposit with a specific percentage. This
is the new column in the improved dataset that was used in the prediction
process in the new model of supervised machine learning using multi-class

algorithms . p
e
The following figures show the steps for implementing the model design, .
the graph, and the outputs of the model results. o
g7
DataHyperModelDepositYesNoFinalModel et
(DI maid efion Gk e
g DataHyperModelDepositves. N
* s
v 'l
&, Select Columns in Dataset
'\ 1 el diore bisicdy !
@ Multiclass Decision Jungle N
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(Z] score Mogel i el mame @
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Figure (17) demonstrates the diagram of dataset in the model of Multi class Poon e sl
algorithms. 0 & edicen  mmad poksind e X
. . . . |2 management mamad  unvers '.
The model operates by supervised machine learning, and multi-class : :
algorithms and the model has been trained on the (multi-class decision PN i omd higstod 2 v
jungle) algorithm.
The following figure displays the data used in the model, which was the real Figure (19) define the real dataset including the column of cluster
dataset, plus the output dataset of running an algorithm model (K. means) in assign and average percentage diagram.

the last column, which contains a determination that the customer belongs
to any cluster, and that the customer will subscribe in a term deposit or not
and the average percentage of his subscription in the deposit or the average
percentage Not subscribing in the deposit
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7. Result and Discussions:
DataHyperMode/DeposittesNoFinalMode! ¥ Evaluate Model ¥ Evaluation results

The results of the model demonstrated great percentages; The highest

accuracy was 92%, which is considered a high percentage because we were 4 Metrics

able to determine what the customer’s cluster is and whether he will

subscribe or not, and what is the average percentage of his sgbscription or overall accuracy 082923

the average percentage of non-subscription to focus on effective customers

and target them by the bank’s marketing decision makers. Average accuracy 0.97641
Micro-averaged precision 092923

Table demonstrates the accuracy results of the different algorithms used in B
this model. Macro-averaged precision 0.866034
Micro-averaged recall 092923

Table (5) explain the data mining algorithms Mecro-averaged recal 085602

Figure (21) explain the confusion metrics of multi-class Decision

jungle
Multi-class  Decision
Forest DataHyperiodelDepositesNoFinalivodel » Evaluate Model > Evaluation results
Multi-class  Decision 0.92 0.92 0.92
Jungle Predicted Class
Multi-c~lass logistic 0.90 0.90 0.90 R - L A S
regression 2s) il Py 1, g 0,
Multi-class neural 0.92 0.92 0.92
network
C#£0No{0.5)
In the flowing figures, we demonstrate the confusion metrics and ceOves(0.. | 34.5%

classification reposts of all the algorithms that were conducted in the

experiment in the model. E ens
E (
=
DataHyperModelDepositYesNoFinalModel » Evaluate Model » Evaluation results T oo
Predicted Class 2N
G, G, G G G G C#2ves(D...
0 () ) ( ) & ‘
U R T T %
9 9
Figure (22) explain the classification report of multi-class
Decision Forest
C#0No(0.5) 4.0%
DataHyperModelDepositYesNoFinalModel 3 Evaluate Model » Evaluation resufts
Co0ves0.. | 31.1% | 68.9%
4 Metrics
7
3
U C#INo02) Overall accuracy 0929109
5: Average accuracy 0.97637
v " e
< s Micro-averaged precision 0.929109
Macro-averaged precision 0.868004
Micro-averaged recall 0929109
Ce2Nol04) 36% Macro-averaged recall 0.853691
Co2ves(0.. 46.5% | 53.5%
Figure (23) describe the confusion metrics of multi-class
Decision Forest

Figure 20) explain the classification report of the multi-class
Decision jungle
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T,
O
c"a,fy

coonos) (N9BM% 3.6% 0.0% | 0.0%
coovesip.. | 388% | 60.7% 03% | 0.2%

5

o CAINo0.2) 64.6% 35.4%

=

E}

T

= CATVes(D.. 63.9% | 30.9%  5.2%
co2nop4) | 1.0% | 0.1% | 0.4% | 0.0% | 95.2% 32%
coavesid. 2.7% 2.7% | 59.8% | 348%

ite Model ) Evaluation resufs

Datz

yperModelDzposityeshoFinalvode! »

4 Metrics
Overall accuracy 0.926924
Average accuracy 0.975641
Micro-averaged precision 0.926924
Macro-averaged precision 0.861027
Micro-averaged recall 0.926924
Macro-averaged recall 0.833391

Figure (24) describe the classification report of multi-class

logistic regression

Figure (27) presented the confusion metrics of multi-class
neural network

Data

HyperModelDepositYesNoFinalMode! »

Ua

te Mode! ¥ Evaluation results

DataHyperModelDepositYesNoFinalMadel  [Predictive Exp)]

Draft saved at 7:24:29 PM

W arvico gt p

4 Metrics
Overall accuracy 0.906652
Average accuracy 0.968884
Micro-averaged precision 0.906652
Macro-averaged precision 0.794823
Micro-averaged recall 0.906652
Macre-averaged recall 0.692553

Figure (25) illustrate the confusion metrics of multi-class
logistic regression

yperhlodelDepositieshofinalModel » By predict the customer's classification in which cluster and probability of the
customer will subscribe in a deposit for a term or not and the average
Predicted Class percentage of the customer's subscription in a deposit, or the average
customer's non-subscription in a deposit.
G G I [ [+* G
o, ’oﬁ_ ) #, e y "q&’ ’«3&; ’
&7 a L] 2 '093 @
B C D E F G
| age job marital education default |GliSTerPere(Preaict|
S 42 admin. single professional.course il C#2No(0.4)
Crono05) RS 5-3% 0.0% 32 services single basic.9y (1] C#0Yes(0.4)
47 admin. married university.degree 1] C#2Yes(0.4)
67 retired married basic 4y 0 C#1Yes(0.2)
c#oves0..  21.7% | 782% 0.2% 79 retired married basic 4y 0 C#1Yes(0.2)
20 student single basic.9y 1] C#0Yes(0.4)
e 44 admin. single | professional.course 0 C#2Yes(0.4)
) . 58 retired married | professional.course 2 C#2No(0.4)
Yo FiNena) gz weik 53| blue-collar | married basic 9y 2 C#2No(0.4)
E 33 management| divorced basic .4y 2 C#0No(0.5)
g 38 admin. married high.school 2 C#0No(0.5)
C#1Yes(0.. 959%  3.1% | 1.0% 67 retired married | university.degree 0 C#1Yes(0.2)
90 retired married basic .4y 0 C#1Yes(0.2)
35 admin. single | professional.course 0 C#0Yes(0.4)
CE2NoI04) 97.4%  2.6% 45 hause_m_aid rn_am'ed _ bas_ic 4y 0 C#2No(0.4)
N technician single university.degree 2 C#0Yes(0.4)
3 technician single basic. 9y 0 C#0No(0.5)
28 blue-collar | married basic.9y 1] C#0Yes(0.4)
CAZYes(D.. 50.0% @ 41.0% 38 services | married high school 0 C#0No(0.5)
55 admin. divorced university. degree 0 C#2No(0.4)
100 retired married high.school 1] C#1Yes(0.2)

o s gt

Figure (28) presented the predictive experiment diagram

After designing the model, the researcher tested the model with real data from
the original data, then the test was done on similar data as new customers to

Figure (26) define the classification report of multi-class
neural network

Figure (29) described the sample of original real dataset that we want
to use to test the model
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B C D E F G
age job marital education default | ClusterPerc
41 blue-collar | divorced basic.4y 2 C#0Yes(0.4)
49 entrepreneur | married | university degree 2 C#2Yes(0.4)
49 technician | married basic.9y 0 C#2Yes(0.4)
39 housemaid | married basic.9y 0 C#0Yes(0.4)
28 UnKnown single UnKnown 2 C#0Yes(0.4)
44 services | married high.school 0 C#2Yes(0.4)
66 retired married basic 4y 0 C#1Yes(0.2)
87 retired married | professional.course 0 C#1Yes(0.2)
37 admin. married | university. degree 0 C#i0Yes(0.4)
32 admin married university.degree 0 C#0Yes(0.4)
33 student married | professional.course 0 C#0Yes(0.4)
kil admin single university.degree 0 C#0Yes(0.4)
32 admin. married university.degree 0 C#0No(0.5)
38 entrepreneur | married | university.degree 0 C#0No(0.5)
40  |management| divorced | university.degree 0 C#0No(0.5)
60 blue-collar_| married basic.4y 0 C#2No(0.4)
57 retired married | professional.course 0 C#2No(0.4)
46 blue-collar | married | professional.course 0 C#2No(0.4)
56 refired married | university.degree 0 C#2No(0.4)

Figure (30) illustrated the sample of the new external data for the
prediction in the column in blue

In our results, the study showed that it is possible to predict that the customer
will be classified in any cluster, and not only that, but the model determines
whether he subscribed to a deposit for a term or not, and not that, but the
model also determines the average percentage of the customer in subscribing
to a deposit or the average percentage of the customer not subscribing in a
deposit Yes, and this is in contrast to previous studies that focused on
accuracy and how to raise it.

9. Conclusion

Generally, it was nice to apply both unsupervised and supervised
machine learning techniques to research the problem that gets up in the
banking sector in how to attract premium customers to sign up for deposits.
After much effort, the researcher reached to cleaning the data, which would
lead to the treatment and classification of the customer according to his
characteristics in the particular cluster, and then determining whether he will
subscribe to a deposit for a term or not, and then determining the average
percentage of the customer's subscription in a term deposit or the average
percentage of non-deposit The customer did not subscribe in a deposit. So,
the model can be integrated into the bank system (ECRM) in an integrated
way to distinguish customers to participate in a deposit and to predict the
average subscription rate, or the average non-subscription rate in a deposit.

So, the model can be integrated into the bank system (ECRM) in an integrated
way to distinguish customers to participate in a deposit and to predict the
average subscription rate, or the average non-subscription rate in a deposit.

e According to previous analysis, the most responsive customers enjoy
these features:

e Cluster (0) contained the highest percentage in terms of the number of
customers who subscribed to a term deposits and those who did not
subscribe to a term deposit.

e Cluster (2) ranked second to terms of both those who subscribed in a term
deposit and those who did not subscribe to a term deposit alike.

e Cluster (1) ranked third in terms of both those who subscribed in a term
deposit and those who did not subscribe in a term deposit alike.
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e By conducting the multi-class decision jungle algorithm, the
classification and estimation model was successfully built. with this model,
the bank will be able to predict the customer's response to the telemarketing
campaign before contacting that customer. In this way, the bank can dedicate
more marketing efforts to customers classified as most likely to accept term
deposits and reduce contact with those who are not likely to make term
deposits.

e The study proved that the elderly is more responsive to subscribing to a
term deposit, perhaps because they have become retired and less mobile and
do not have the strength and youthful determination to build their own
business, and therefore subscribing to a deposit is the best way to secure
their needs.

e  The study proved that the elderly is more responsive to subscribing to a
term deposit, perhaps because they have become retired and less mobile and
do not have the strength and youthful determination to build their own
business, and therefore subscribing to a deposit is the best way to secure
their needs.

* The study proves that customers who have obtained higher education or
professional certificates can operate their own business, and prefer not to
subscribe to a term deposit, perhaps because they have the mental and
physical ability to operate their own business

10. Recommendation:

e By targeting the best customers, the bank will have more and more
positive responses, and the rating algorithm (multi-class decision jungle)
will eventually eliminate the imbalance in the original data set and more
accurate information will be provided to the bank to improve subscriptions.

e The bank can better meet the demand of its customers by providing
banking services to the right customer at the right time. By tracking the
social and age status and behavior of customers, paying attention to the
factors that the customer needs, and targeting the most expected to subscribe
in a term deposit.

e  Banks should focus on customers who have similar characteristics to the
customers predicted by the model to participate in deposits.
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