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Abstract 

The scheduling algorithm is an essential part of real-time 
systems, and there are many different scheduling algorithms due 
to the changing needs and requirements of different real-time 
systems. The choice of algorithm is critical in any real-time 
system and is greatly influenced by the type of system such as 
preemptive or non-preemptive operating systems. Also, the 
number of the processors (i.e., uniprocessor or multiprocessor) is 
an essential factor in the choice of the scheduling algorithms. In 
this paper, we classify scheduling algorithms that are used in 
Real-time systems into two categories, Uniprocessor scheduling 
algorithms, and Multiprocessor scheduling algorithms.  
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driven Algorithms; EDF (Earliest Deadline First); RM (Rate 
Monotonic) 

I. INTRODUCTION  

Real-time systems are defined as those systems in which 
the accuracy of the system depends not only on the logical 
result of the computation but also on the production of 
results in the specified time. Real-time systems are used in a 
variety of applications such as critical safety systems, 
control units in power plants, satellite controllers, command 
systems, and flight control systems. Real-time systems can 
be categorized into hard real-time systems and soft real-time 
systems. In hard real-time systems, the responses must 
occur within the required deadline. Otherwise, missing the 
deadline may result in huge losses and dangerous 
consequences. For example, missile control systems. Soft 
real-time are those systems where deadlines are important 
but will still function properly if deadlines are not met 
because the task can be rescheduled or can be completed 
after the specified time. For example, multimedia and 
gaming systems [1]. This paper discusses the most used 
algorithms in Real-Time systems, which are Rate 
Monotonic and Earliest Deadline First algorithms as well as 
an explanation of different scheduling algorithms with their 
respective pros and cons and suitability towards the nature 
of real time system like whether it is soft real time, hard real 
time. 

The remaining part of this work is organized as follows. 
Section II contains a review of related literature. Section III 
discusses the scheduling algorithms for uniprocessor 
systems, such as RM and EDF. Section IV represents an 
overview of scheduling algorithms for multiprocessor 
systems, as well as a comparison between uniprocessor and 
multi-processors scheduling algorithms. Section V contains 

the conclusion and recommendation emanating from this 
work.   

I.  REVIEW OF RELATED WORK 

Many research works have been done on scheduling 
algorithms in real-time systems. The researchers aim to find 
the optimal algorithm for such systems. This section 
represents some of these works.  

This paper [2] discusses the scheduling algorithm in the 
real-time system in terms of the effect of the quality of the 
real-time scheduling algorithm on the real-time system 
throughput capacity, response time, and this paper also 
discusses the features and performance of the real-time 
system according to the system environment, splitting the 
real-time system into single processor scheduling, 
multiprocessor scheduling, distributed scheduling, real-time 
scheduling algorithms RMS, EDF, and LLF in a single 
processor.  

This paper [3] presents a real-time domain summary in 
scheduling and operating systems Where four scheduling 
models are discussed: static scheduling, pre-emptive 
scheduling with fixed priority, dynamic scheduling, and 
dynamic scheduling for best effort. operating systems in 
real-time.  

In [4], the authors focus on making some improvements 
to Earliest First Deadline (EDF) Algorithms in order to 
reduce the number of relay tasks in addition to the ability to 
predict their behavior. The earliest first deadline (EFDF) is 
known. Displays algorithms at the very least complexity by 
Performance analysis. Based on the results of the 
experiment, it was found that the earliest deadline first 
(EFDF) algorithm reduced the complexity time in older 
tasks, deadline first (EDF) scheduling algorithm in a real-
time system. In a multiprocessor system.  

In [5], They concluded That the EDF scheduling 
algorithm is an optimal scheduling algorithm for single 
processors, but it has received little attention from the 
industry. Fixed Priority, on the other hand, is relatively 
popular with many commercial real-time operating systems 
despite offering lower theoretical schedulable processor 
utilization.  

In [6], they presented an optimal real-time scheduling 
algorithm for multiprocessors, which is not based on time 
quanta called LLREF designed based on a technique of 
using the T-L plane abstraction for reasoning about 
multiprocessor scheduling. It showed that scheduling for 
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multiprocessors can be viewed as repeatedly occurring T-L 
planes, and correct scheduling on a single T-L plane leads to 
the optimal solution for all times.  

Authors in [7] talked about that EDF algorithm 
schedules real-time tasks are based on their deadlines plus 
that EDF is widely studied as a dynamic priority-driven 
scheduling scheme because of its optimality for periodic, 
aperiodic, and sporadic preemptive tasks, optimality for 
sporadic non-preemptive tasks, and acceptable performance 
for periodic and aperiodic non-preemptive tasks.  

EDF can achieve the highest possible processor 
utilization for preemptive tasks. Although finding an 
optimal schedule for periodic and aperiodic non-preemptive 
tasks is NP-hard [8]. In [9], experiments show that EDF can 
achieve very good results even when the system is lightly 
loaded. When the processor is overloaded (i.e., the 
combined requirements of pending tasks exceed the 
system's capabilities), EDF performs poorly. Researchers 
have proposed several adaptive techniques for dealing with 
heavily loaded situations, but they all require the detection 
of the overload condition. [10]  

Scheduling algorithms play an effective role in the 
environments where the there is a greater number of users 
compared to the available resources. Other than that, several 
constraints are imposed that must be satisfied alongside 
[16][17][18]. These constraints can be priority of the user or 
its processes, power consumption constraints [19][20].  

These issues are further maximized in the cloud 
environment [21][22]. Where there are several resources 
must be optimally utilized by the several number of users. 
To appropriately define the scope several layers are 
introduced in the mobile cloud computing paradigm like the 
internet of things (IoT), mist computing, edge computing 
and fog computing layers etc. [23][24][25]. The optimum 
resource allocation results in enhanced quality of service 
and maximizing the benefits obtained by the resources with 
users’ satisfaction [26][27][28].  

 

II. SCHEDULING ALGORITHMS FOR 

UNIPROCESSORS 
Real-time systems that used a single processor have 

various scheduling algorithms. As shown in Fig. 1, These 
algorithms can be classified into static, and priority-driven 
algorithms. The static category involves many algorithms 
such as Round Robin (RR) in which the processor time is 
divided equally among the tasks. The other category is 
priority-driven algorithms, and it is the focus of this section.  

 

 

Fig. 1. Classification of Scheduling Algorithms for Uniprocessor [11] 

A. Priority-driven Scheduling Algorithms 
 

As represented in Fig. 1, the priority-driven scheduling 
algorithms are divided into fixed and dynamic. This 
classification is based on the priority assignment whether 
the priority is static or changed at running time. This section 
represents an overview of the most widely used priority-
driven algorithms in real-time systems which are EDF and 
RM. 

The Rate Monotonic Algorithm is another name for the 
RM Scheduling Algorithm. The RM algorithm is a fixed or 
static priority scheduling algorithm. Tasks are preferred by 
RM based on their period. The disadvantage of this 
algorithm is that it does not provide a perfect result in a 
low-load situation. When compared to dynamic scheduling, 
RM performs better in overloaded situations. In the RM 
algorithm, the shortest period gives the most chances to 
execute. [12] 

The earliest deadline first scheduling algorithm is also 
known as the nearest deadline first scheduling algorithm. 
The EDF algorithm is a dynamic scheduling algorithm. The 
task must be completed as soon as possible. The task with 
the earliest deadline has the highest priority. EDF 
Scheduling provides 100 percent task utilization under 
loaded conditions or when the utilization is less than or 
equal to 1. In contrast, when task utilization is more than the 
cross-load factor or slightly overloaded, the utilization of 
the processor decreases exponentially [12]. Table I shows 
the advantages and disadvantages of RM and EDF.   

TABLE I.  RM and EDF Advantages and Disadvantages 

Algorithms Advantages Disadvantages 

 
RM (Rate 

Monotonic) 
 

 Simple to 
implement. 

 Commonly used 
algorithm. 

 Waste CPU 
utilization 

 
EDF (Earliest 

Deadline First) 
 

 Full process 
utilization 

 Difficult 
implantation 

 Misbehave in 
overloaded 
conditions  
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Fig. 2 represents a case study of how RM and EDF 
behave on the same task set. Suppose a task set consists of 
three tasks where each task Ti is represented by its 
computation time and the period, Ci and Pi, respectively.  
The tasks are T1(2,6), T2(3,8), T3(2,12). As it is shown in 
Figure 2(a), the priority in RM is assigned based on the 
period. So, the task with the lowest period has the highest 
priority. In Figure 2(b), the EDF’s priority is changed based 
on the task deadline. So, the task with the shortest deadline 
at each time interval has the highest priority. 

Fig. 3 represents another case study of how RM 
misbehaves in some conditions. Suppose a task set consists 
of two tasks T1(2,5), T2(4,7). As it is shown in Figure 3(a), 
since T1 has a higher priority than T2, T1 will preempt 
every instance of T2, and sometimes it may cause a 
deadline missing. In contrast, in Figure 3(b), the EDF’s is 
able to schedule this task set because it doesn’t cause any 
deadline missing. As stated by [13], “For larger task sets, 
the number of preemptions caused by RM increases, thus 
the overhead due to the context switch time is higher under 
RM than EDF”. 

 

Fig. 2. (a) RM and (b) EDF scheduling comparison [13] 
 

 

 

Fig. 3. (a) RM and (b) EDF scheduling comparison [13] 

 

 

III. SCHEDULING ALGORITHMS FOR 

MULTIPROCESSORS 
 

As time goes, the need for more than one processor is 
increased to perform more complex and heavier 
computations. Multiprocessor systems require a different 
scheduling scheme than uniprocessor. Many research works 
have been done in this field to obtain the best scheduling 
algorithm. Fig. 4 represents the algorithm's classification of 
multiprocessor systems. They are divided into classic and 
heuristic and the evolutionary algorithms. In the classic 
category, most algorithms are not exclusively created to be 
used in multiprocessor environments, however, they achieve 
less time complexity in multiprocessor systems compared to 
other categories. One drawback of classic algorithms is that 
they don’t guarantee an optimal solution. The other category 
is heuristic & evolutionary algorithms, which achieve a 
near-optimal solution but with more running time. 

 

 
Fig. 4. Scheduling algorithms for multiprocessor systems [14] 
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TABLE II. Comparison between Uniprocessor and Multiprocessor 
Algorithms [15] 

 

In Table II, authors in [15] represent a comparison of 
some uniprocessor and multiprocessor scheduling 
algorithms and compare them from different metrics such as 
priority, CPU utilization, number of contexts switching, 
optimality, deadline miss chances, response time, 
predictability, effectiveness, and limitations.  In conclusion, 
the Instantaneous utilization factor (IUF) scheduling 
Algorithm performs better than other uniprocessor 
algorithms, where the Modified instantaneous utilization 
factor (MIUF) gives better response time, CPU utilization, 
and context switching compared to other multiprocessor 
algorithms [29][30]. 

 

IV. CONCLUSION AND RECOMMENDATION 
This paper provides an overview of scheduling 

algorithms in real-time systems. The earlier studies have 
been reviewed and discussed in the field of scheduling 
algorithms in real-time systems. This paper is also discussed 
the most used algorithms in uniprocessor systems, which 
are RM and EDF.  In addition, an overview of 
multiprocessor scheduling algorithms has been illustrated. 
In conclusion, the choice of scheduling algorithm is affected 
by many factors and there is no way to state an optimal 

algorithm for all systems, as each system is different in its 
structure and needs. As future work, the application of 
evolutionary algorithms in the scheduling represents an area 
for future work and research.   
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