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Summary 
Cognitive radio communication systems are regarded as the 
future of wireless communication systems since they can cater to 
demands in terms of data rate, latency, and quality-of-service. 
One of the challenges for cognitive radios is the automated 
recognition of modulation schemes, which is required for 
identifying unknown secondary transmissions. Automated 
modulation recognition (AMR) is the task of recognizing the type 
of modulation scheme used by the unknown secondary 
transmission sources from amongst a pool of possible modulation 
schemes. In this paper, we benchmark the performance of two 
types of deep neural network (DNN) architectures against a 
feature-engineered machine learning model based on Cumulant 
features and Logistic Regression. We show that DNN 
architectures outperform the handcrafted features models, 
thereby, highlighting the well-known learning ability of DNNs. 
We also show that the ability of DNNs to recognize modulation 
schemes is limited by the SNR of the received modulation 
symbols. 
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1. Introduction 

The global demand for data communication is 
increasing courtesy of everygrowing mobile wireless 
communication infrastructure. Global mobile data 
consumption increased from 7.20 exabytes per month in 
2016 to 19.01 exabytes per month by the end of 2018, i.e., 
an increase of 62% [Cisco2016, Cisco2016a]. With more 
applications on the way, including the internet of things, 
smart cities, e-health, e-learning etc., the demand for 
mobile data was expected to reach 28.56 exabytes per 
month by the start of 2020, and is expected to reach 56.80 
exabytes per month by 2021. As a result, wireless 
communication systems now require regular technological 
evolution in order to improve their data-rate, latency, and 
quality-of-service. One may not be wrong to believe that 
the future of wireless communication systems essentially 
depends on their versatility, adaptability, intelligence, and 
in some sense cognitive ability. It has been argued that 

cognitive radios may be the answer to many such demands 
of future wireless communication systems [Gupta2015, 
Ejaz2016, Sexton2017]. 

The term cognitive radio was coined by Mitola et al. 
[Mitola1999], who defined it as a radio that employs 
model-based reasoning to achieve a specified level of 
competence in radio-related domains. Research into the 
field of cognitive radios has since received a lot of interest 
from the radio engineering community, mostly because 
these automated radio communication systems offer 
advantages in terms of intelligent networking [Lu2007], 
automated spectrum management [Niyato2008], improved 
spectrum access and capacity [Neel2007], as well as 
optimized radio link performance [Rondeau2004].  

Cognitive radios have two main attributes, these 
include: a) the ability to sense, observe, and map the radio 
environment, and b) software-based reconfigurability of 
the physical layer [Haykin2005]. These two attributes are 
controlled by a cognition engine that enables the cognitive 
radio to build a radio environment map and then decide on 
the best possible transmission system to enable 
communication in that radio environment. The radio 
environment map is typically built by sensing the radio 
spectrum over time, space, and frequency, and 
subsequently cataloging the types of transmissions which 
are taking place over the wireless channel [Yucek2009]. 
An integral part of this radio environment mapping 
process is the automated recognition of modulation 
schemes which are used for these unknown transmission(s) 
[Dobre2007, Weber2015].  

Automated modulation recognition (AMR) is the task 
of recognizing the type of modulation scheme used by the 
unknown transmission source(s) from amongst a pool of 
possible modulation schemes. The objective here is to 
recognize the modulation scheme without prior 
information about the channel conditions or the nature of 
transmission. To this end, AMR has become a popular 
research topic in radio communication with several 
researchers working towards the development of AMR 
methods. 

In research literature, one finds that traditional AMR 
methods were based on either decision theory or feature 
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engineering approach which employed hand-crafted 
features followed by a classifier [Xu2011, Park2008, 
Lv2014]. With the advent of the deep learning era, the 
concept of end to-end learning has become popular. Here, 
the idea is that raw data i.e., signals without pre-processing 
or feature-engineering, can be provided as input to deep 
neural networks which cannot only learn to extract 
relevant features in an automated manner but also optimize 
a classifier in order to maximize its ability to distinguish 
between various classes [LeCun2015]. In fact, end-to-end 
learning mechanisms have already proven their worth for 
tasks related to image processing [Zhang2016], speech 
processing [Zhang2017], and natural language processing 
[Devlin2018]. To this end, several researchers have also 
proposed end-to-end learning for AMR, where the 
objective is to train deep neural networks directly on 
modulated symbols in complex baseband representation 
[Jagannath2018, OShea2018]. 

In this paper, we benchmarked the classification 
performance of a VGGnet-style convolutional neural 
network (CNN) and a residual network against a model 
based on handcrafted cumulant features and logistic 
regression classifier. We employed these models to 
classify seven different digital modulation schemes. In 
order to train and test these models, we use a publicly 
available dataset which consists of transmissions of 
modulation schemes over various types of channels. The 
dataset is publicly available for academic research, making 
our research reproducible.  

The rest of the paper is structured as follows; In 
Section 2, we review of important contributions in this 
domain is provided. In Section 3, we provide a brief 
summary of the RadioML 2018.01A dataset which is used 
in our experiments. Here, we also provide detailed 
information about the training and validation partitions. In 
Section 4, we provide insights into our experiments we 
detail the methods used for developing and training DNNs. 
In Section 5, we provide results of our experiments, both 
numerically and pictorially, and finally, close the paper 
with a conclusion in Section 6. 

2. Related Work 

As mentioned earlier, the success of deep learning in 
the fields of audio, visual, and textual computing has also 
motivated researchers to propose deep learning-based 
method for automated recognition of modulation schemes. 
To this end, we note that Nandi et al. [Nandi1998] were 
amongst the first to propose the use of artificial neural 
networks for the classification of analog and digital 
modulated signals for the communication system 
intelligence.  

Amongst other works, one can argue that the work of 
O’Shea et al. [OShea2016] is most significant because 

they provided a publicly available dataset in the form of 
RadioML2016a which provided the biggest impetus to 
research towards AMR. Here, they proposed the use of 
convolutional neural networks for recognition of a set of 
modulation schemes that included 3 analog and 8 digital 
modulation schemes.  

In [Hong2017] Hong et al. and in [West2017] West et 
al. proposed the use of recurrent neural networks (RNNs) 
for classification of modulation schemes. The most 
interesting aspect of the work from West et al. is that they 
reported that depth did not have a significant influence on 
the classification performance of their proposed 
architectures.  

Liu et al. investigated the efficacy of various deep 
neural network architectures in [Liu2017] using the 
DeepSig RadioML2016.1b dataset. They reported that 
Convolutional Long Short-term Deep Neural Network 
(CLDNN) architecture [Sainath2015] achieved the best 
classification accuracy (88.5%) as compared to CNN 
(83.8%), ResNet (83.5%), and densely connected 
convolutional neural networks (DenseNet) [Huang2017] 
(86.6%). However, the results from their work should be 
interpreted with caution since they combined analogue and 
digital modulation schemes together in their dataset, even 
though analogue modulation schemes such as amplitude 
modulation, frequency modulation are not used for 
cognitive radio systems. 

O’Shea et al. [OShea2018] published an extended and 
improved version of their dataset in 2018, which they 
called the RadioML2018.01a, similar to their previously 
published dataset i.e. the RadioML2016a [OShea2016]. 
Sabour et al. [Sabour2017] investigated Capsule networks 
which have recently gained traction for object recognition 
tasks. However, they report that Capsule networks took 
almost 32 hours to train as compared to CNNs, which took 
7.5 minutes, or long-short term memory (LSTM), which 
took 63 minutes. Their work is important because it 
suggests the difficulty in training both recurrent and 
Capsule networks for the recognition of modulation 
schemes.  

In [Zha2019], Zha et al. and in [Peng2019], Peng et al. 
proposed to transform modulated symbols from a time-
series representation into images using either short-time 
Fourier transform or scatterplots of symbol constellation, 
and subsequently used image classifiers for achieving the 
task of AMR. One can argue, however, whether such 
transformations are viable for real-time applications, 
especially since one can develop deep learning 
architectures that can work directly with time-series 
signals. 
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3. Dataset 

We used DeepSig RadioML2018.01a dataset, which 
was published by O’Shea et al. in [OShea2018]. The 
dataset consists of more than 2 million complex-valued 
symbols (in terms of amplitude values of I/Q channels) 
from 24 different analog and digital modulation schemes. 
Channel impairments are added to these symbols by 
emulating over-the-air transmission in ISM 900 MHz band 
and through synthetic multipath propagation in a Rayleigh 
fading environment. 

We use a subset of the DeepSig RadioML 2018.01A 
dataset. To this end, we first eliminate all examples of 
analog modulation schemes, thus we are only left with 
examples from digital modulation schemes. The 
motivation is that one does not expect analog modulation 
schemes to be used in cognitive radios. Moreover, 
amongst digital modulation schemes, we also remove 
examples of schemes such as amplitude shift keying, 
frequency-shift keying, and minimum shift keying since 
these modulation schemes are not used in modern wireless 
communication systems. This leaves examples from seven 
modulation schemes in our subset of DeepSig RadioML 
2018.01A dataset. These include BPSK, QPSK, 16-QAM, 
32- QAM, 64-QAM, 128-QAM, and 256-QAM. 

The subset of DeepSig RadioML 2018.01A consists 
of 576,000 examples in a total of these modulation 
schemes. We partition the subset into training and 
validation partition with an 80% and 20% 
training/validation ratio. The signal-to-noise ratio (SNR) 
for modulated symbols is varied between 0 dB and 30 dB, 
in incremental steps of 2 dB. For every value of SNR, we 
have 4000 examples for each of the seven modulation 
schemes. 

4. Methods 

In this section, we shall provide a brief description of 
the CNN and ResNet based DNNs used in our analysis 
along with the method for computing cumulant features. 

 
5.1 Convolution Neural Network 
 

The first architecture we shall investigate is based on 
Convolutional Neural Network (CNN), in particular the 
one based on the famous VGGNet model [Simonyan2015], 
which has performed exceedingly well for various object 
recognition tasks, is built for investigation. Our model has 
a slight modification to the original VGG-Net model, that 
is, we use batch normalization instead of dropout for 
regularization since it has been shown to be better than 
dropout for this purpose [Li2018].  

We develop the CNN model in the form of blocks. 
Each block has three convolution layers. A block starts 

with an input layer that passes two-dimensional modulated 
symbols (as I/Q components) to the CNN. The first 
convolutional layer has 16 kernels of size (3,2), where the 
size (3,2) represents the dimension ൈ  (I-channel+Q-
channel). This is followed by batch normalization and 
ReLU activation function. Next, a convolutional layer with 
32 filters and size (3,1) is added to extract higher level 
features than the first convolution layer and is followed by 
ReLU, batch normalization, and a max-pooling layer of 
size (2,1) to reduce the dimensions of the activation map 
by half across the temporal axis. The final layer of our 
CNN block is a convolutional layer with 16 kernels size of 
(1,1). We use this layer to reduce the number of 
convolutional filters from 32 to 16. Now, to investigate 
model depth and complexity, the CNN block is repeated 
up to six times. Finally, a fully connected dense layer with 
seven outputs (corresponding to the number of classes) 
along with the sigmoid activation function is used for 
classification. 

5.2 Residual Networks 

In addition to the VGGNet inspired CNN, we also 
experiment with (Residual Networks (ResNets). Similar to 
the CNN, ResNet models are also built-in terms of blocks. 
A block consists of a convolutional first layer with 16 
kernels of size (3,2). This is followed by batch 
normalization and ReLU activation function. The second 
convolutional layer consists of convolutional layer with 32 
kernels of size (3,1) along with batch normalization and 
ReLU activation. To investigate the effect of model depth 
and complexity, we repeat this block up to six times (note 
that the kernel size is (3,1) from the second block 
onwards).  

5.3 Benchmarking DNN models 

To benchmark the performance of DNN models, we 
consider a feature-engineering based classification 
paradigm which includes training a logistic regression 
classifier with higher-order-statistical features based on 
cumulants. Cumulants are functions of descriptive 
statistics which provide information about the probability 
distribution of dataset, which in our case contains 
modulated symbols. In [Swami2000], Swami et al. 
hypothesized that the probability distribution of each type 
of modulation scheme is unique and can be modelled to 
classify between them. They proposed the use of 4th order 
cumulant features for AMR. It is important to mention 
here that while their work highlighted the usability of 
cumulant based features, their classification methodology 
relied on analytically derived thresholds and subsequent 
comparison of cumulant features with these thresholds. 
Following [Wu2008, Chang2015].  work, the second, 
fourth, and sixth order cumulants for modulated symbols 
can be  computed . 
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If s[n] represents the nth modulated symbol received 
amongst a total of N symbols, then cumulants of s[n] can 
be computed as:  

 
Second order cumulants  

 
𝐶ଶ଴ ൌ 𝑀ଶ଴                                        (2) 

 
𝐶ଶଵ ൌ 𝑀ଶଵ                                        (3) 

 
Fourth order cumulants  

 
𝐶ସ଴ ൌ 𝑀ସ଴ െ 3𝑀ଶ଴

଴                                (4) 
 

𝐶ସଵ ൌ 𝑀ସଵ െ 3𝑀ଶ଴𝑀ଶଵ                        (5) 
 

𝐶ସଶ ൌ 𝑀ସଶ െ 𝑀ଶ଴
ଶ െ 𝑀ଶଵ

ଶ                      (6) 
 
Sixth order cumulants 
 

𝐶଺଴ ൌ 𝑀଺଴ െ 15𝑀ଶ଴𝑀ସ଴ ൅ 30𝑀ଷ଴
ଷ           (7) 

 
𝐶଺ଵ ൌ 𝑀଺ଵ െ 10𝑀ଶ଴𝑀ସଵ െ 5𝑀ଶଵ𝑀ସ଴ ൅ 30𝑀ଶଵ𝑀ଶ଴

ଷ        (8) 
 

𝐶଺ଶ ൌ 𝑀଺ଶ െ 𝑛6𝑀ଶ଴𝑀ସଶ െ 8𝑀ଶଵ𝑀ସଵ െ 𝑀ଶଶ𝑀ସ଴ 
൅6𝑀ଶ଴

ଶ 𝑀ଶଶ ൅ 24𝑀ଶଵ
ଶ 𝑀ଶ଴       (9) 

 
𝐶଺ଷ ൌ 𝑀଺ଷ െ 9𝑀ଶଵ𝑀ସଶ ൅ 12𝑀ଶଵ

ଷ െ 3𝑀ଶ଴𝑀ସଶ 
െ3𝑀ଶଶ𝑀ସଵ ൅ 18𝑀ଶ଴𝑀ଶଵ𝑀ଶଶ       (10) 

 

𝑋 ൌ ൦

ห𝐶ଶ଴,௡௢௥௠ห ห𝐶ଶଵ,௡௢௥௠ห ห𝐶ସ଴,௡௢௥௠ห   

ห𝐶ସଵ,௡௢௥௠ห ห𝐶ସଶ,௡௢௥௠ห ห𝐶଺଴,௡௢௥௠ห  

ห𝐶଺ଵ,௡௢௥௠ห ห𝐶଺ଶ,௡௢௥௠ห ห𝐶଺ଷ,௡௢௥௠ห

൪       ሺ11ሻ 

 

where 𝑀௫௬ ൌ ଵ

ே
∑ 𝑆௫ି௬𝑐𝑜𝑛𝑗ሺ𝑆ሻ௬

ே  defines the (x+y)-

order moment of the modulated symbols S, and conj(S) is 
the complex conjugate of S. Finally, we normalize all 
cumulant values by C21 which ensures that the energy of 
each modulated symbol is equal to unity. Finally, the 
absolute value of each cumulant feature is appended to 
create a nine-dimensional feature vector X, as represented 
in eq. 11, which is passed onwards to a logistic regression 
classifier. 

5. Experimentation and Discussion 

 
We build our DNN models using the Keras framework 
with the Tensorflow backend [Chollet2015]. The models 
were trained on an Intel Xeon processor operating at 2.3 
GHz. To expedite the training process, we used a Tesla 
K80 GPU with a 12 GB RAM. All models were optimized 
using the Adam optimizer with a learning rate of 0.1 with 

an early stopping callback such that if the model’s 
performance did not improve for 20 epochs, the training 
process was terminated. The benchmarks results are 
obtained by first computing cumulant features using the 
method described in section 5.3 and passing these features 
to a logistic regression classifier. The classifier is trained 
with an l2-norm penalty whereas the regularization cost 
parameter is optimized using grid-search procedure 
between logarithmically spaced values of 1 ൈ 10-5 and 
1ൈ108. 
 

6.1 Best Performing Model 

In Table 1, we report the classification accuracy for 
the best performing models amongst DNNs and the 
feature-engineering based model. Given that there are 
seven modulation schemes to classify between, the chance 
level accuracy for the dataset is 14.3%, however, all three 
types of models beat the chance-level baseline. The best 
performing model achieves an accuracy of 95.03% and is 
based on the ResNet architecture. The VGG based CNN 
model follows closely behind with an accuracy of 94.93% 
whereas the model based on feature engineering achieves 
only 64.70% only.  

Table 1: Classification accuracy for best models from each network 
architecture type on the validation partition 

Model type Validation Accuracy 
Cumulant features 64.70 % 

CNN 94.93 % 
ResNet 95.03 % 

6.2 Model Depth and Classification Accuracy 

Depth in deep learning terminology refers to the number of 
layers for a neural network and is often attributed to the 
ability of neural networks to learn complex patterns 
[Sun2016]. We shall now report the influence of model 
depth on the classification accuracy achieved for each 
deep learning model for the four network types. To this 
end, we summarize the classification accuracy achieved by 
these models between a single and six layers of depth in 
Table 2. Moreover, we also provide the percent-change in 
the classification accuracy for every additional layer of 
depth. Here, one can note a significant increase in 
classification accuracy between a single layer of depth and 
two layers of depth, with an improvement of 15.25% for 
CNN, meanwhile, the ResNet model has a relatively 
modest improvement of 3.43% in terms of classification 
accuracy.  
 
Furthermore, our experiments also suggest that adding 
more than two layers of depth may not always be useful as 
we see diminishing returns in terms of classification 
accuracy after adding more than two layers of depth. This 
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is an important observation because adding more than 
necessary depth can leave the neural network harder to 
train and harder to optimize [Du2019]. We believe that 

this observation is particularly important since it shows 
that one does not need  
 
 

Table 2: Classification accuracy with various number 
of layers of depth 

 
Layers of 

Depth 
CNN ResNet 

Accuracy Change Accuracy Change
1 78.92% - 90.42% -
2 93.12% 15.25% 93.63% 3.43%
3 93.68% 0.60% 94.41% 0.83%
4 94.26% 0.62% 94.68% 0.29%
5 94.93% 0.71% 94.88% 0.21%
6 93.39% -1.54% 95.03% -0.15%

  

Confusion matrices for 6 layer ResNet for SNR between 0 and 10 dB       SNR = 2 dB, Overall Accuracy = 89.29%

   
SNR = 4 dB, Overall Accuracy = 91.38%                              SNR = 6 dB, Overall Accuracy = 96.95% 

 
SNR = 8 dB, Overall Accuracy = 98.36%                                    SNR = 10 dB, Overall Accuracy = 98.44% 

Fig. 1. Classification accuracy per epoch of best performing models from each of the four network architecture types 
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deep architectures to achieve good classification accuracy. 
Simpler architectures, such as 
 

6.3 SNR and Classification Accuracy 

In Figure 1, we plot the confusion matrices for 
ResNet for SNR between 0 and 10 dB (increments of 2 
dB). Here one can note that at SNR = 0 dB, a number of 
modulation schemes are misclassified. For example, 16-
PSK is misclassified as BPSK, 256-QAM is misclassified 
as QPSK, and QPSK is misclassified as 256-QAM. The 
overall accuracy of the model is also poor at SNR = 0 dB 
at 69:12%. As the SNR increases, the misclassification 
rate decreases and therefore, the overall accuracy increases. 

 
It is interesting to note that even at high SNR (as much as 
10 dB), the ResNet model continues to misclassify 
between QPSK and 256-QAM. However, apart from 
confusing between these two modulation schemes, the 
classifier maintains high accuracy (as much as 94.44%). 
These results suggest that deep learning models when 
deployed for the task of automated recognition of 
modulation schemes require the received signal at a certain 
minimum SNR before these models offer high 
classification accuracy. From our experiments, we 
determine this SNR to be 8 dB (refer Figure 1-e). 

6. Conclusion 

In this paper, we investigated the classification 
performance of four types of DNN architectures i.e., CNN, 
CNN-FCN, ResNet-C, and ResNet-I for predicting seven 
types of digital modulation schemes. For our work, we 
used a publicly available dataset, which enables the 
reproducibility of our experiments. We reported that, 
ResNet-I architecture offers the best performance in terms 
of classification accuracy amongst the four architectures. 
We also reported that the features learned through a two-
layer CNN are linear separable such that one does not need 
to add multiple layers of fully connected network for the 
task of classification. This is important because one can 
reduce the number of training parameters for the DNN and 
thus the complexity. We observed that while CNN and 
CNN-FCN can provide a peak classification accuracy 
relatively close to the ResNet architectures (ResNet-C and 
ResNet-I), the ResNet architectures offer a more stable 
learning process. Finally, reported that the classification 
performance of DNN architectures is limited by the signal-
to-noise ratio (SNR). However, when the SNR increases 
beyond 10 dB, it no longer affects classification accuracy 
in any significant manner. We believe that this work can 
provide vital information to other researchers who 
continue to work towards the development of cognitive 
radio communication systems. 
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