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Summary 
The popularity of Product-Recommendation (PR) or system of 
recommendation is rising day by day. Product suggestions are 
an-ecommerce customization approach which goods are 
continuously created for a customer on a webpage, application, 
or email based on data such user characteristics, browsing 
behavior, or situational context, resulting in an individualized 
purchasing experience. The system of recommendation used to 
predict or recommend the product according to the taste of 
customer. In today’s life product recommendation system has 
been used by different E-Commerce sites. A website that allows 
people to buy and sell physical things, services, and digital 
products without having to go to a physical store. Through an e-
commerce website, a company can manage orders, payments, 
shipping and logistics, and customer service. Recommendation 
can be of any type such as for music recommendation there is 
Spotify, for movies Netflix, for videos YouTube, play store (for 
different categories) and so on. For the recommendation of 
product different filtering methods and algorithms were used, to 
recommend products according to user’s likeness. In this paper 
discussed about the existing Machine Learning Techniques 
(MLT) which were used for the product recommendation. 
Through these techniques the algorithm is used to predict or 
similar items according to user’s likeness based on his 
information. 
Keywords:  
Product Recommendation; Machine Learning Techniques; 
Recommendation system; categories; Algorithms. 
 
1. Introduction 

 
Product recommendation (PR) is a model/system 

which is used to predict items based on the older search 
and purchase history of the user. It may not be entirely 
correct, but they can be little bit like to the user’s taste. 
Recommendation can be of any type based on the user’s 
information.  For Example, if you are watching a movie or 
song on YouTube so when the movie will end you will 
have similar recommendations to the movie or similar is 
the case with online shopping, if you will buy something 
online then you will have similar recommendations based 
on your past purchase history. A type of filtering such as: 
Collaborative filters are used to recommend products. It 

includes two types of user-based filters and element-based 
filters [1][2]. User-based filters recommend products to 
use customer purchase information with similar patterns. 
Item-based filtering is a technique of recommending a 
product that is physically much like some other product a 
client has bought inside the beyond [3]. Recommendation 
system (RS) helps in providing the needed information. 
The RS can be considered as spam if the recommended 
item is not needed by the user [4]. The recommendation 
system is different for each and every person according to 
their information. This model can be improved by 
specified given dataset; a given specified recommendation 
model we can choose to improve the quality of the dataset 
[4].In this article we will discuss about the possible 
machine learning techniques which were previously used 
by the recommendation system model such as: content-
based filtering, collaborative filtering, complementary 
filtering, demographic based filtering, hybrid 
recommendation systems. This article is basically about 
the review of the all machine learning techniques used for 
recommendation model [5][6]. 

2. Related Work 
 
In author has been done a similar kind of work in this 

paper a “grocery product classification and 
recommendation system based on machine learning” [7] in 
this paper he has discussed how grocery products are being 
sold online and recommendations has been provided to 
customers by using collaborative filtering. The product has 
been recommended due to the likeness of user based on 
the score of the product. In this article a recommendation 
system has been developed for product recommendation. 
User is allowed to register through login by providing his 
personal details, after the login process user will be able to 
select product according to his taste and a user likeness 
profile is created. The user will be asked to answer a series 
of questions and his likeness will be found according to his 
answers. In another research paper a model was designed 
to provide dietary recommendations to patients using 
machine learning [8][9]. 
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This model provides a deep learning-based solution 
for a patient's basic medical data set, automatically 
detecting which foods should be offered based on the 
patient's illness and monitoring their other characteristics 
such as age, gender, cholesterol. This study used various 
deep learning and machine learning techniques such as 
neural network regeneration (RNN), long term memory 
(LSTM), closed regression unit (RU), and regression 
logistics (LR) [10]. In [11] the author proposes a product 
recommendation system using a sliding window scheme. 
In this study, the Product Recommendation Model (PRM) 
uses a combination of information about customer 
purchases as shown in figure 1[12][13]. 

 

Fig. 1 Product service system [13]. 

This model is designed to reflect a customer's recent 
buying habits with a sliding window approach. In [14][15], 
the author suggests that collaborative filtering techniques 
have been used to recommend some items such as movie 
recommendations [16]. In [17], the author suggests that the 
product is recommended to use an RFID tag, Zigbee. Each 
product will have an RFID tag that will be available in the 
store. In [18], the author proposes an intelligent 
recommendation system using machine learning [19]. The 
referral system will independently generate 
recommendations for each specific user based on their past 
search and purchase history [20]. 

2.1 Data for product recommendation system 
 
A product recommendation [17] is basically a 

filtering device that seeks to are looking forward to and 
show off the gadgets that a consumer would really like to 
shop for. It also cannot be really correct, however if it 
indicates you what you like then it`s far doing its mission 
proper [21]. 

Recommender systems have become increasingly 
famous in modern day years, and are implemented in a 
selection of areas which incorporates movies, song, 

information, books, research articles, are trying to find 
queries, social tags, and merchandise in popular. Mostly 
used in the virtual area, majority of nowadays E-
Commerce web sites like eBay, Amazon, Alibaba and so 
on appoint their proprietary recommendation algorithms 
with a purpose to higher serve the clients with the products 
they may be high quality to like [2][22].There are lots 
extra benefits too, which we cover within the subsequent 
blogs [23].If setup is configured nicely, it may 
considerably growth sales, CTRs, conversions, and one of 
a type vital metrics. Moreover, they`re able to have 
wonderful outcomes at the purchaser adventure as properly, 
which interprets into metrics which might be greater hard 
to degree but are on the other hand of a first-rate deal 
importance to on line agencies, which includes customer 
pleasure and retention. 
All this is completely feasible with a guidelines engine. 
Recommendation engines essentially are information 
filtering device that employ algorithms and information to 
signify the maximum relevant devices to a specific 
purchaser or to put it simply, they can be nothing more 
than an automatic form of a "counter man". You ask him 
for a product. It not only indicates this product, but also 
shows related products that you may want to buy. They are 
knowledgeable in passing promotions and upselling. 
according to their abilities and tastes. Chatbots are also 
working on the same run, but they will be a bit smarter and 
look at each product for a prospect of use or purchase. 

Product recommender [18] systems ground items 
available for buy during net pages, cell apps, within emails, 
or on any connected screens, alongside kiosks and some of 
IOT gadgets. One of the most well-known techniques used 
by the use of shops, recommendations statistics web page 
visitors to merchandise they may be probably involved in, 
improving the discovery way and helping them find what 
they pick out greater correctly. 

Today, shops regularly have masses (and occasionally 
hundreds of thousands) of products in their inventories, 
making it difficult for customers to dig up precisely what 
they'll be seeking out and with custom designed hints, 
manufacturers can help customers without issues find out 
applicable products based totally on their affinities, 
tendencies, interests, and behavior, with an surrender 
purpose of riding earnings, upsells, move-earnings, 
massive cart sizes, and more common order values 
(AOVs)[22]. 

Recommendations are presently utilized by manner of 
some of the sector’s maximum revolutionary producers. 
Amazon, for instance, has been refining and tweaking its 
set of regulations for two a long term. Powered via way of 
the organization’s exquisite get proper of entry to to huge 
portions of purchaser facts, its recommendation gadget has 
genuinely changed the way clients are matched with 
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merchandise they are maximum in all likelihood involved 
in buying. 

Powered through laptop analyzing, a product 
recommender device is the technological understanding 
used to advocate which merchandise are validated to 
human beings interacting with a logo’s digital homes. 
Fueled via quite a number of algorithmic picks, idea 
algorithms mine user, product, and contextual records – 
every onsite and offsite – to current each consumer with a 
custom designed revel in. 

Improving the discovery device, this lets in customers 
find what they're searching – and every now and then 
products they don’t even recognize they're searching for. 
In doing so, groups can examine extra about every 
person’s special preferences and pursuits, optimizing 
normal average performance in actual-time at the same 
time as simultaneously refining their checking out 
roadmaps for the lengthy-time period. 

And as regards to product recommendations, there 
can be no archetypal technique entrepreneurs need to use 
for each widget. Different techniques need to be utilized 
for unique customers, relying on the amount of statistics 
handy about the patron, their behavior, and the context of 
merchandise on a website. This includes internet net page 
conduct, fame, geo-area, time of day, preceding purchases, 
and more. 

3. Machine Learning Product 
Recommendation System Techniques 
 

3.1 Content Based Filtering 
 
This kind of filtering shows that which products 

user’s will buy or click and what kind of products they will 
view, on the basis of user’s information a user profile is 
created and based on his profile information product 
recommendations can be provided [23]. These frameworks 
make proposals by using customer’s profile information. 
They estimate that if a customer was keen on something 
then once again, they want something similar things in 
future as shown in Figure 2. Similar things are generally 
assemble based on their highlights. Customer profiles are 
built using authentic connections or by gathering explicit 
information about their preferences. There are a number of 
frameworks, which are not considered to be content-based, 
that use information from individual and social customers. 
One problem that arises has to make clear proposals in 
light of the extremes. Another fundamental problem is that 
new customers do not have a profile unless it is explicitly 
requested data. Either way, it's relatively easy to add new 
things to the framework. We just need to make sure we 
assign them a meeting as indicated by their highlights [1] 
[24]. 

 
 

Fig. 2 Contents based Filtering 

3.2 Collaborative Filtering  
 
During this filtering, user behavior and preferences 

are analyzed and then similarities between users are 
identified. In this way, the model will understand which 
products users might like based on their similarity to other 
customers [24]. These types of methods rely on recorded 
interactions between users and items to generate new 
recommendations. The main objective of this filtering is 
the interaction of the user element with similar and user 
elements, and to make predictions based on their 
properties. Filtering is divided into two memory-based and 
model-based methods. The memory-based method works 
legitimately with estimates of registered partnerships, does 
not accept any models, and is basically based on finding 
nearest neighbors (e.g.: it locates the closest customers of 
an attractive customer and recommends the most popular 
among these neighbors) Figure 3. The model-based 
method adopts a basic "generic" model that clarifies the 
interactions of user factors and tries to figure it out to 
make new predictions [14][19]. 
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Fig. 3 Collaborative filtering  

3-2-1 Types of Collaborative filtering  
 
User-User Collaborative Filtering: Here, we try to 

collect [17] the customer with the appearance and offer 
products based on what he has chosen. This algorithm can 
be very special but it takes a lot of time and resources. 
This type of filtering requires calculating each buyer pair 
statistic, which is very time consuming. So, for large base 
platforms, this set of rules is difficult to localize. 

Item-Item Collaborative Filtering: It is very similar 
[17] to the previous set of rules, however instead of 
discovering a client seems to be alike, We attempt 
discovering object seem like alike. Once we've object 
appear to be alike matrix, we are able to without problems 
advocate alike gadgets to a patron who has provided any 
object from the shop. This set of rules requires a long way 
fewer property than individual-individual collaborative 
filtering. Hence, for a state-of-the-art consumer, the set of 
guidelines takes far lesser time than individual-individual 
collaborate as we don’t need all similarity ratings among 
customers. Amazon uses this method in its advice engine 
to show off related merchandise which will increase 
earnings. 

Other Simpler algorithms: There is one of a kind 
technique [17] like marketplace basket evaluation, which 
generally does no longer have excessive predictive 
strength than the algorithms defined above. 

Personalized Video Ranker: AI-based completely 
[19] recommender structures are extensively applied in 
online streaming structures, which incorporates Spotify, 
Google Play Music, and Internet video services like 
Netflix, to remedy the hassle of choice, which clearly 
arises from the consumer’s exposure to tens of tens of 
thousands and thousands of audio tracks and films. If the 

hassle of choice is not solved, a regular Netflix member 
ought to change to every exclusive provider after perhaps 
60 to ninety seconds of choosing and reviewing 10 to 20 
titles. As a quit end result, the overall performance of 
recommender structures becomes fundamental to customer 
retention and delight in OTT (Over-the-pinnacle) services. 
This hassle has been addressed in collaborative and 
content material primarily based absolutely filtering based 
mostly on statistical and ML (Machine Learning) 
strategies. For instance, recommender systems based 
totally mostly on collaborative filtering will compare 
bands and tracks listened by using unique customers, and 
then advocate track that doesn't show up in the person’s 
library however is listened through way of the utilization 
of various customers with comparable hobbies [25]. But, is 
one-length-fits-all strategy like this sufficient to address all 
feasible content material usage scenarios? 

Unfortunately, in masses of cases, a unmarried set of 
regulations does now not suffice to control numerous 
character alternatives and make the maximum superb use 
of on hand content material. More so, with the growing 
catalogue of multimedia content material cloth, content 
material businesses are suffering to strike the right stability 
among custom designed and non-personalized 
recommendations [26][27].  

Netflix recommendation Infrastructure is a 
tremendous example of a working solution to this task. 
The tool is based mostly on a mixture of supervised 
(category, regression) and unsupervised (dimensionality 
cut charge with the useful resource of compression and 
clustering) algorithms that generate personalized and non-
customized guidelines [28][29][13][30]. Highly 
personalized film recommendations show up in Genre 
rows and ‘Because You Watched’ lists displayed at the 
user’s home web page. At the equal time, Netflix 
constructs a ‘Top Picks’ list of what is famous at Netflix , 
and ‘Trending Now’ row with a focus on the stylish 
viewing dispositions. Each belief row is generated with the 
aid of a specialized set of regulations. 

Genre rows are created thru a personalized video 
ranker (PVR) set of guidelines that takes the first rate suits 
from the entire catalogue of movies for all and sundry in a 
customized manner. PVR-primarily based totally lists are 
greater environment high-quality if mixed with ‘un-
personalized popularity’ fits. Top N ranker that produces 
suggestions in the ‘Top Picks’ row combines custom 
designed filtering with the maximum well-known videos 
of the catalogue. In one-of-a-type phrases, it specializes 
within the head of the score and selects movies that terrific 
wholesome character alternatives. In its flip, ‘Trending 
Now’ row identifies seasonal tendencies (which include 
the uptick in Christmas and New Year’s Eve films in the 
surrender of the yr) and non-permanent dispositions 
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precipitated by using the use of crucial occasions, such as 
hurricanes or presidential election. Finally, ‘Because You 
Watched’ lists are the maximum custom designed due to 
the fact they anchor hints to a single video watched via 
manner of the man or woman. The method inside the again 
of the ‘Because You Watched’ row uses video similarity 
algorithms colloquially referred as ‘sims’ that computes a 
ranked listing of similar.  

A combination of these algorithms creates a 
completely whole combine of custom designed and un-
personalized recommendations that makes Netflix so 
environment pleasant in maintaining contributors. Also, 
the gadget saves Netflix $1 billion every year for unique 
cause. The difficulty is, with satisfactory-tuned hints there 
can be no want inside the big increase of the real video 
catalogue. The recommender gadget can definitely unearth 
video content material that is probably in any other case in 
no manner watched with the aid of manner of users. In this 
way, recommender systems that make a cocktail from 
custom designed and un-personalized algorithms spread 
viewing at some point of films heaps extra calmly than un-
personalized score-based totally structures or structures 
that hire a unmarried algorithm for all use instances [31]. 

Candidate Generation Network: The candidate 
generation [20] network deploys deep neural networks to 
analyse each user’s records inclusive of likes, comments, 
and most-consumed digital content, etc. Resultant, it 
predicts future consumer preferences with precision and 
relevance the usage of Google Brain’s Tensor Flow to 
train DNNs. Coupled with a rating network, the candidate 
generation network extracts richer aspects for every 
content material to rank the recommendations. YouTube is 
one of the personalizing and digital media content material 
leaders that deploys candidate generation network to 
interact its users [32]. 

3.3 Knowledge-based Recommendation Systems 

Knowledge-based engines [20] are some of the 
earliest recognize recommender structures backed by using 
a rich variety, velocity, and variant of datasets. They seize 
digitally saved information in a company’s backend to fit 
unique consumer queries by using decoding its intents, 
context, and entities. This form of advice device with 
laptop getting to know extracts a company’s area know-
how that is ruled by way of ‘if-this-then-that’ rules. The 
USP of a knowledge-based suggestion device is that it can 
be continuously accelerated now not by means of the 
user’s records however its interplay with the system. This 
can occur thru the underlying ‘critique method’ that allows 
customers to assign comments to hints for enhancing 
search results[33][34][35]. 

3.4 Hybrid Recommendation Systems 

In this type of filtering two or more than two systems 
will be combining together to get more accurate and better 
results[36]. Hybrid filtering is combination of content base 
filtering and collaborative Figure 4. They can be 
implemented by making content-based and collaborative 
based predictions separately and they combine them [14] 
[33]. 

 

 
 

Fig. 4 Hybrid filtering 

4. Critical Analysis 
 
The product recommendation can also face some 

issues such as: unsympathetic start, data sparsity, accuracy 
and scalability. One problem that needs to be making a 
speech of product recommendation frameworks today is 
the adaptability of algorithm with huge, genuine world 
datasets. It's conceivable that a product recommendation 
will function admirably and produce exact outcomes with 
little datasets yet may begin creating wrong or wasteful 
outcomes with huge ones. Also, a few calculations are 
computationally costly to run – the bigger the dataset, the 
more it will take, and the more it will cost the business to 
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investigate and make suggestions from it. Propelled, huge 
scope evaluation strategies are required to manage both 
issues [37][19][38].We need to design a product 
recommendation algorithm to make accurate 
recommendations. The filtering method will depend on 
what kind of project is, and we need to make correct 
choices. Because, it will directly affect the business and 
satisfaction of our customers [39]. 

5. Recommendations 
 
As we are familiar with the term product 

recommendation, which is already discussed above, a lot 
of work has been done on product recommendation by 
using machine learning techniques [40]. But in past 
product also can be recommended by not only machine 
learning techniques but also other techniques were used 
such as Zigbee, RFID tags, Deep learning, data mining, 
data augmentation. Sometimes the predictions can be 
wrong [41]. So, it’s better other than depending on old 
techniques new techniques new algorithms and models 
should be designed for the recommendation of a product. 

6. Conclusion and future work 
 
In our daily life the use of internet is increasing and 

everything is possible through internet money sharing, 
online shopping and much more. The focus of this paper is 
on product recommendation. For recommendation of 
product different algorithm and machine learning 
techniques were used. Through these techniques the 
algorithm is used to predict or similar items according to 
user’s likeness based on his information. Even sometimes 
if the recommended product isn’t due to the likeness of the 
user the whole recommendation system can be considered 
as a spam, because each and every person has specific 
likes or dislikes so a model is designed keeping in view to 
avoid such kind of things in future. No new techniques 
were proposed in this article, this paper is basically a 
review of the previous machine learning techniques which 
were used for product recommendation.  
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