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Summary                                                               
Nowadays, artificial intelligence is currently used in several areas, 
including industrial, business, and robotics. This research focuses 
within this context, especially on the intelligent scene recognition, 
which is considered as challenging task that can provides mobile 
robots with a higher semantic awareness of their surroundings. In 
this paper, we present an overview of an intelligent scene 
recognition process based on several deep learning models in- 
cluding ResNet50, VGGNet, DenseNet, etc. These models require 
a training phase based on image databases. In our study, we use 
existing image databases describing indoor environment such as 
Places, Scene15, MIT Indoor67, ImageNet, etc. The goal of our 
research is to determine the suitable image- database and deep 
learning model for building the scene recog- nition system of 
indoor environment. 
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1. Introduction 

Mobile robotics is approaching a degree of maturity 
that is starting to allow robots to go out of research labs. 
Despite advancements, modern robots still have little 
understanding of their surroundings. Most robots, for 
example, still use low-level maps to describe their 
surroundings,which are typically limited to information 
about occupied and unoccupied locations, low- level visual 
landmarks, or specific structural limitations. There is an 
urgent need to provide mobile robots with a higher se- 
mantic awareness of their surroundings to raise the 
complexity of the jobs they can accomplish in natural 
situations. 

One of the most promising sensor modalities for 
bridging the semantic gap in today’s mobile robots looks to 
be vision. Most seeing strength and adaptability are 
evident indications of the benefits of a good visual system. 
For indoor robotic platforms that must interact closely 
with humans, the ability to traverse an environment and 
comprehend the location and type of all objects within it is 
critical. Furthermore, a new promising paradigm for 
building strong seeing robots has recently emerged from 
the utilization of both computer vision and machine 
learning techniques. 

This research focuses within this context, especially 
on the intelligent scene understanding, which is considered 
as challenging task that can provides mobile robots with a 
higher semantic awareness of their surroundings. In fact, 
the recent progress of machine learning techniques like 
deep neural networks, and the emergence of large scale 
image databases such as ImageNet and Places, has proved 
the possibility of building efficient intelligent scene 
understanding system. 

The goal of our research is to determine the suitable 
image-database and deep learning model for building the 
scene recognition system of indoor environment. To 
achieve this goal, firstly, we present an overview of an 
intelligent scene recognition process based on several deep 
learning models including ResNet50[1], VGG16 [2], 
DenseNet [3], etc. Secondly, we investigate existing image 
databases describing indoor environment such as 
Places365 [4] , Scene15 [5], MIT Indoor67 [6], and 
ImageNet [7], etc. Finally, we train deep learning models 
with database images of indoor environment for 
determining the efficient DL-model / DB Image. These 
results can help to select the efficient model that we will 
adopt for robot navigation.  
The rest of the paper is structured as follows: first, we 
present an overview of the scene recognition and 
understanding process in computer vision. Next, we focus 
on deep learning based models applied on scene 
understanding. And then, we presents proposed 
methodology and experimental results. 

2. Scene recognition and understanding 
overview 

2.1 Introduction 

Scene understanding is a difficult and crucial problem 
in computer vision. Images are visual in nature, yet the 
visual information can take many forms, including shape, 
edges, texture, and color. Object detection’s major goal is 
to determine what items are there in an image and where 
they are all placed. Understanding a scene incorporates 
relevant information at various levels. Humans are most 
intuitive and natural when it comes to interacting with 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.6, June 2022 
 

 

480

 

various items. Scene understanding, as opposed to object 
recognition, identifies the goal of objects as well as the 
distribution of targets in a scene. Scene compre- hension has 
a substantial impact on computer vision’s ability to observe, 
evaluate, and interpret visual scenes, resulting in new study 
topics [8]. There are two types of scene recognition 
approaches in the literature, depending on how a scene is 
classed for a picture. The top-down technique, which 
categorizes scenes based on picture attributes, is the first. 
The bottom-up technique, on the other hand, uses object 
recognition to determine the scene’s category[9]. 

Feature-based scene recognition typically extracts 
discrimina- tive features from scene photos as the scene 
representation, which is then used to develop a semantic 
model based on that scene representation. Logistic 
Regression, K-means, Lin- ear Discriminant Analysis, and 
Support Vector Machine are examples of cutting-edge 
classifiers. The SVM classifier has been widely utilized for 
scene classification [10]. 

Visual object-based scene recognition can help 
separate very complex images that would otherwise be 
impossible to dis- tinguish using typical feature-based 
approaches. Superior per- formance on high-level visual 
identification tasks can be ac- complished with simple 
regularized logistic regression using Object Bank 
representation, in which an image is represented by 
integrating the image’s response to several object detectors. 
Objects can be detected, and scenes may be classified using 
deep convolutional neural networks system topologies [11]. 

2.2 Deep learning based scene understanding 

With the rapid progress of machine learning 
techniques, scene understanding has become more efficient 
and prefer- ment. In this section, we presents the basic 
architecture of deep learning (DL) based scene 
understanding. In addition, we investigate the most 
relevant DL-based models. 

2.2.1 Basic architecture of DL-based scene understanding 

Deep learning (DL) provides powerful techniques 
that deal with complex tasks in image recognition and 
understanding. It offers computational models of multiple 
processing layers to extract relevant features and perform 
classification tasks. Several DL-based architectures has 
been proposed such as Convolutional Neural Networks 
(CNNs), Radial Basis Function Networks (RBFNs), Deep 
Belief Networks (DBNs),Multilayer Perceptrons (MLPs), 
Recurrent Neural Networks (RNNs), etc. However, 
convolutional Neural Networks (CNNs) are the most used 
DL- based architecture in image understanding field. CNNs 
are designed to recognize visual content directly from pixel 
of input images with minimal pre-processing. The basic 
architecture of a CNN is based on tree types of neural 

layers including (1) convolutional layers, (2) pooling layers, 
and (3) fully connected layers as shown in figure 1. 
 

Fig. 1  Basic architecture of a basic convolutional neural network 
(CNN)[12] 

The convolution task consist on the computation of 
feature maps basing on multiple kernels which slide 
through the whole input image. It enables faster learning 
training models. 
The pooling layers allows minimizing the dimensions of 
feature maps by selecting the relevant features, basing on 
subsampling or downsampling to avoid loss of information 
by reducing size leads. There are two types of pooling: max 
and average pooling.  

The fully connected layers performs high-level 
reasoning in neural network by applying several 
convolutional and pool- ing layer. Each neuron in a fully-
connected layer is fully connected- to every other neuron in 
the previous layer. Thus, it used towards the end of a CNN 
in order to make predictions basing on the features learned 
by the previous layers. 

In fact, the architecture of the CNN determines its 
perfor- mance and its efficiency basing on (1) the structure 
of layers, 
(2) how elements are designed, and (3) which elements are 
present in each layer. 

2.2.2 DL-based models used in scene understanding 

Several DL-based models have been proposed and 
implemented in the last years. We presents in the 
following the most models applied on scene 
understanding. 
LeNet: Proposed by LeCun et al. (1998) [13]. It is 
one of  the most used CNN architectures. Five convolution 
layers and two fully connected layers compose the model. 
In order to reduce the spatial size of images, the max 
pooling parameter is applied between convolutional layers. 
AlexNet: Proposed by Krizhevsky et al. (2012) [14], 
composed by five convolutional layers, with a 
combination of max- pooling layers, 3 fully connected 
layers, and 2 dropout layers. It applies a rectified linear 
unit (ReLU) which enables training models with simpler 
and faster computations.The activation function used in 
the output layer is Softmax. The total number of 
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parameters in this architecture is around 60 million. 
ZFNet: Developed by Zeiler and Fergus (2013) [15], it is 
considered as refined architecture of the AlexNet. It 
applies a filter 7 X 7 o f  s i z e . It is composed by seven 
layers. 
VGGNet: Proposed by Simonyan and Zisserman (2015) 
[2]. It uses small convolution filters (3 x 3) which increases 
the depth of the network and reduces the dimension of 
input data at each laye. It can be with 16-layer (VGG-16) 
or 19 layers (VGG-19), with up to 95 million parameters 
and trained on over one billion images. 
GoogleNet: Developed by Szegedy et al. (2015) [16], also 
named Inception V1, based on the LeNet architecture, 
includes twenty-two layers of smaller groups of 
convolutions known as inception modules, which uses the 
average pooling. The softmax function can predict  the 
class score in the network. 
ResNet: He et al. (2016) proposed a residual network called 
ResNet with 152 layers [1]. It is based on modules with 32 
parallel paths. It proves that learning a residual function 
concerning layer input was more efficient than learning 
layer parameters without referring to inputs. It decreases the 
error function exponentially because of the use of skip 
connection in back-propagation. It uses eight GPUs for the 
training of the model. 
DenseNet: Proposed by Huang et al. (2017) [3]. In this 
archi- tecture, all layers are directly connected with each 
other, which allows to reduce the number of parameters and 
strengthening feature propagation. 
MobileNets: Developed by Howard et al. (2017) [17] for 
mobile device to classify images with low latency. They are 
considered as mall CNN architectures, which makes them 
easy to run in real-time using embedded devices like 
smartphones and drones. The structure of MobileNet is 
similar to VGG. 
EfficientNet: Proposed by Tan and Le (2019) [18]. It based 
on scaling method of network depth, width, and resolution 
to obtain better performance. 

2.2.3 related work 

In the literature, several works have been proposed to 
deal with scene understanding using deep learning models. 
Authors in [19]proposed a strategy for reconstructing a 3D 
indoor scene without knowing the camera’s internal 
calibration. The method used spatial rectangle projection to 
not only estimate the room layout of an image, but also to 
rebuild good details of the scene. The research measured the 
percentage of pixels categorized properly using SUN397 by 
comparing the room layout suggested to the room box 
ground truth. The system was capable of recreating various 
structures of indoor settings, and its accuracy according to 
the experiments. 

The research presented in [20] introduced a novel 
object detector-based scene recognition algorithm using a 
histogram of items termed Bag of Objects. A simulation 

experiment was carried out with a large amount of image 
dataset named QVGA images acquired from the internet to 
test the proposed strategy. Consequently, it was discovered 
that the average scene recognition accuracy for 26 scene 
categories is 0.58. 

A study by [21] proposed a hypothesis that terrain may 
be recognized effectively solely by measuring quantities 
related to the robot-ground interaction based on the 
NASA’s Planetary Data System. Sensory signals are 
categorized as time series directly by a Recurrent Neural 
Network resulting from extra processing by a 
Convolutional Neural Network under these hypotheses. 
When compared to traditional Support Vector Machine, the 
results gained from genuine trials demonstrated equivalent 
or higher performance in both scenarios. 

A research by [22] offered a low-cost method of indoor 
mobile robot navigation based solely on vision-based 
perception, re- ducing the challenge of visual navigation to 
scene classification using a convolutional neural network 
(CNN) with greater scene categorization accuracy and 
efficiency based on offline data collection and online 
navigation without additional sensors using only a camera. 
The system outperforms earlier relevant work in unknown 
contexts, according to both qualitative and quantitative 
results. 

In another research by [23] the authors used common 
objects, such as doors or furniture, as a vital intermediate 
representation to recognize inside scenes as a distinguishing 
feature using collected images data set under a Creative 
Commons License from the image sharing SNS service. 
The proposed method is a generative probabilistic 
hierarchical model, in which low- level visual attributes are 
associated with objects via object category classifiers, and 
objects are associated with scenes via contextual linkages. 
The findings showed that the suggested method 
outperforms numerous state-of-the-art scene recogni- tion 
algorithms. 

Moreover, a study by [24] presented a strategy that 
takes the scale into consideration and yields large 
recognition increases. Because the objects in the sceneries 
had their own range of scales, modifying the feature 
extractor to each scale was critical for improving 
recognition. Experiments on Delage’s dataset demonstrated 
that recognition accuracy is significantly dependent on 
scale, and that using multi-scale combinations of ImageNet-
CNNs and Places-CNNs could be increased to 66.26 
percent. 
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3. Methodology and experimental results 

3.1 Methodology overview 

In order to build own scene understanding system that 
allows making robots to explore and discover indoor 
environ- ment, we suggest to use an existing DL-based 
model. However, since 1998, several models have been 
developed and tested on different areas, as described in 
section II-B2. Thus, we need to determine the most suitable 
DL-based model that deals with our context. To perform 
this, we suggest training significant DL-based models using 
existing image databases describing the indoor environment, 
including Places365 [4] , Scene15 [5], MIT Indoor67 [6], 
and ImageNet [7], as shown in figure 2. 

 

Fig. 2  Methodology overview 

3.2 Experimental Results 

We tested our methodology using Python 
programming language [25], keras library [26] and Google 
Colaboratory environment [27]. The figures 3, 4, 5,   6 show 
the results of training of DL-based models with Places365 
[5], Scene15 [4], MIT Indoor67 [7], and ImageNet [6] 
respectively. 

3.2 Discussion 

For the Places365 image database, results show that 
the ResNet50 is the more appropriate model with accuracy 
of 76%. Besides, ResNet101 is the suitable model for the 
Scene15 image database with accuracy of 75%. Also, 
DenseNet201 gives best results with ImageNet Image 

database with accuracy of 92%. For the Indoor67 database, 
MobileNet is considered as the best model with accuracy of 
80%. To summarize, Firstly, ResNet, DensNet and 
MobileNet DL-based models give better results than 
VGGNet, InceptionResNet, and EfficientNetB7. Secondly, 
DenseNet201 was the best DL-based model with the 
ImageNet Image database for indoor environment. 

 
 

 

 

Fig. 3.   Accuracy of training with Places365[4] 

Fig. 4.   Accuracy of training with Scene15[5] 
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Fig. 5.   Accuracy of training with ImageNet[7] 

 

Fig. 6.    Accuracy of training with Indoor67[6] 

4. Conclusion 

This paper aimed to present an overview of an 
intelligent scene recognition and understanding process 
based on several deep learning models and image databases. 
Thus, the chal- lenge was to identify the suitable image-
database and deep learning model for building the scene 
recognition system of indoor environment. Therefore, we 
adopted a methodology that starts to train significant DL-
based models using existing image databases describing the 
indoor environment including Places365 [4] , Scene15 [5], 
MIT Indoor67 [6], and ImageNet [7]. Results showed that 
ResNet, DensNet and MobileNet DL- based models give 
better results than VGGNet, InceptionRes- Net, and 
EfficientNetB7. Besides, DenseNet201 was the best DL-
based model with the ImageNet Image database for indoor 
environment. 
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