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Abstract  
Features play a critical role in the machine learning or predictive 
modelling in general and in malware detection in particular. 
Machine learning models or algorithms start and die on the bases 
of the features used in the training and testing phases. To ensure 
optimum predictive capability of a model and to reduce 
computational resources, irrelevant, duplicates and unwanted 
features need to be transformed into lower dimensional space for 
improved prediction. The paper experimented three feature 
dimensionality reduction techniques (data-dependent, data-
independent and graphic based) dimensionality reduction 
strategies for the prediction of malware. We implemented a data-
dependent (Principal Component Analysis), data-independent 
(Hashing trick) and graph-based (Uniform Manifold 
Approximation & Projection) UMAP using malware diagnostic 
dataset. After an initial experiment on the original dataset with all 
features using four classifiers, the best performing classifier 
(SVM) was selected for the implementation. Features were 
reduced to 16 and the performance of the model was evaluated. 
The performance of the dimensionality reduction techniques on 
the dataset was evaluated using Accuracy and false positive Rate 
(FPR). The performances of the three techniques were compared. 
The result demonstrate that, the data independent technique (HT) 
outperformed the other two with accuracy (99.1%), FPR(1.2%) as 
against the two data-dependent and graph-based at 
accuracy(98.7%) and False positive (1.7%)  respectively. The 
paper concluded that, data-independent dimensionality reduction 
technique (HT) produces superior malware detection accuracy, 
lower FPR with the malware dataset, and consequently presents a 
high potential for malware detection and classification. 
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1. Introduction  
Malware attacks are among the highest threat facing 

cybersecurity stakeholders globally [1], [2], [3], [4], [5]. 
These authors suggest that it is among the leading cause of 
data breach and exposures at individual, corporate and at 
national levels. The ramification of a system breach is 

always disastrous including reputational loss, financial loss, 
data exfiltration [6]. Consequently, early detection of a 
malware attack is of great essence to prevent malware 
exploitation and or mitigation to ensure the Confidentiality, 
Integrity and Availability (CIA) and other security goals 
and resources. 

Over the years, efforts at malware detection has 
resulted in signature-based and heuristic techniques 
including static analysis, dynamic and hybrid analysis or 
detection techniques [7], [8], [9] and [10]. However, static 
analysis techniques are fast, but fails to reveal the behaviour 
of the malware. In response to this, the use of dynamic 
analysis techniques such as code analysis, dynamic analysis 
and memory or forensic analysis has been explored. 
Nevertheless, malware Authors responded by providing 
variants of the malware such that the dynamic signature-
based scanners are unable to detect [11]. He indicated that, 
this results in malware variants such as oligormophic 
(encryption key can be changed instead of encryption where 
the key is constant) malware, metamorphic (malware 
changes form but same identity) malware and polymorphic 
(develop multiples number of descriptors) malware and 
encryption techniques. These transformed malware are able 
to outwit even sometimes the dynamic techniques. In 
response to this, the use of hybrid static and dynamic 
paradigm has also been explored [12], [13]. 
Notwithstanding the various efforts at malware detection, 
the lack of adaptability, memorability, learnability of the 
signature-based detection remains a problem as malware 
authors adopt innovative obfuscation techniques such as 
dead code insertion, data transposition, and others to evade 
detection. These techniques produce low detection accuracy, 
high false positive and false negative rates which lead to 
wrong decision making, poor triaging and poor incident 
response management [14]. 

To overcome these problems and to introduce 
adaptivity to malware detection, the use of machine learning 
has been  proposed and explored [15], [16], [17], [18. 
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However Machine learning is highly if not entirely 
dependent on features or attributes for training and testing a 
model. Features are the attributes of a given instance that is 
being modelled. Malware features therefore are the 
attributes that can be used to train a machine learning model 
to be able to generalized to unseen malware  [19], [20].  
Thus, for efficient and effective machine learning, the need 
for relevant malware dataset with good features is of 
essence. Malware dataset with redundant and irrelevant 
features is computationally time consuming, costly, and 
lead to poor judgement of the predictive model during 
training and testing phases. In addition, very large features 
constructed during the feature construction or generation 
stage will ultimately result in increases in the volumes of 
dataset requiring very high storage space. The larger the 
features the higher the chances that the features are 
correlated and duplicated which negatively affect the model 
performance [21]. Thus, one way of pruning features to 
reduce columns and only present relevant features with high 
variances is feature reduction or dimensionality reduction 
or feature extraction.  
Feature transformation techniques or dimensionality 
reduction techniques produce new columns using some 
hiding structures inherent in the original dataset that 
produces entirely a new dataset and new columns using 
algorithms. These new columns contain enough variances 
of the data. Thus, by eliminating the irrelevant features, the 
new columns contain so much semblance that they are able 
to accurately predict malware from benign ware. 
Feature transformation or dimensionality reduction 
techniques can be data-dependent (e.g. PCA), data-
independent (e.g. Hashing trick or features hashing) and 
Graph-based (e.g. UMAP) [22]. Thus, this paper 
investigated the performance of these three dimensionality 
reduction techniques for malware detection and or 
prediction using a malware dataset.  
To achieve this aim, we set the following objectives: 

a. To determine the predictive performance of data-
dependent(PCA) feature transformation or 
dimensionality reduction technique on malware 
dataset 

b. To determine the predictive performance of data-
independent(HT) feature transformation or 
dimensionality reduction technique on malware 
dataset 

c. To determine the predictive performance of graph-
based (UMAP) feature transformation or 
dimensionality reduction on malware dataset. 

d. Propose an improved and efficient feature 
transformation or dimensionality reduction 
technique and a machine-learning algorithm for 
malware prediction. 

The paper contributed to knowledge by highlighting 
the performance of PCA, HT, and UMAP feature reduction 
techniques on malware dataset. Demonstrated that data-

independent Feature reduction technique such as HT 
produced high prediction accuracy and low false positive 
rate in detecting malware. 
We structured the rest of the paper as follows: section 2 
discuss related literature, section 3, discusses feature 
dimensionality reduction of transformation techniques, 
section 4, is the methodology of the study, section 5, 
presents the results and discussion, section 6, is the 
conclusion of the study.  
 
2. Related Literature 
 

In recent times, the use of features and the need for 
feature transformation or feature dimensionality reduction 
techniques has gained traction in both industry and 
academia especially in malware detection using machine 
learning. Several studies involving the use of feature 
transformation or dimensionality reduction has been 
explored: 
     [23]explored malignant masses found in mammograms 
using feature extraction or dimensionality reduction 
technique. They used Gray Level Co-occurrence Matrix 
(GLCM) for texture feature extraction based on three hybrid 
techniques. They used Support Vector Machine (SVM) and 
two datasets images for their approach. The y concluded 
that their proposed method performed better over the multi-
resolution feature extraction or transformation techniques in 
based on the number of extracted features and a superior 
performance on using the Area under the Curve (AUC) 
performance measure. 

[24] conducted an experiment on emotion based 
recognition task using principal component (PCA) and t-
statistical to reduce features or dimensionality of the 
extracted features from EEG emotional signals. They 
applied their proposed technique on a dataset known as 
SJTU and classified using four algorithms; SVM, k-Nearest 
Neighbor(KNN), Artificial Neural Networks(ANN), Linear 
Discriminant Analysis(LDA). They concluded that their 
proposed method outperformed the other emotion 
recognition methods.  

Similarly, [25] espoused a method called Spectral 
Segmentation and Integration (SSI) as a feature reduction 
technique for hyperspectral images. They used the mean 
operator for integration to extract new features in minimal 
number as compared with the original. PSO algorithm was 
used to merge spectral curves in the signature to reduce the 
dimensionality of the images and increase accuracy.  They 
contend that, their approach outperformed NWFE, DAFE, 
PCA, SELD, BCC, CBFE and PCA.  

[26]  proposed a system for the reduction of features 
from fault-based vibration signals using three feature 
extraction methods; Fourier frequency transform 
Spectrum(FTFS), Local mean decomposition(LMD) and 
envelopment analysis. Their results demonstrate that, the 
envelop analysis and LMD lead to extraction of cancerous 
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and non-cancerous breast tumors. The CNN and SVM used 
lead to efficient classification of ultrasound images with 
high sensitivity and model accuracy.  

[27] conducted studies on fault detection using 
discriminative graph regularized auto-encoder (DGAE) to 
develop a feature extraction technique aimed at manually 
developing features. They integrated a neural network with 
graph to learn and used NN as a classifier. They contend 
that in comparison with other fault detection methods, their 
approach archived better performance. 
    [28] considered empirical mode decomposition(EMD) to 
propose two feature extraction/transformation methods of 
mammogram images by dividing the image into group with 
different frequency. The first method was based on bi-
dimensional empirical mode decomposition (BEMD) and 
extracted features through GLCM and gray level matrix 
features. The second was a modified version of the earlier 
one (MBEMD). Two classifiers SVM and LDA were used 
and archived a study performance. 

However, notwithstanding the efforts at using feature 
extraction or the dimensionality reduction techniques in 
extant literature, the need for a better performing feature 
reduction technique for malware detection needs 
consideration to ensure efficient performance. Thus, we 
explore data-dependent dimensionality reduction technique 
(PCA), data-independent dimensionality reduction (feature 
Hashing Trick) and graph- based technique (UMAP). 
 
Methodology 

We obtained a malware dataset from VirusTotal.com  
and Malware.com for  the experiment. it was made up of 30 
input features and with 569 observations. The data was 
prepared by removing duplicates, errors, mission values, 
data type conversion and so on. It was randomized to 
disorder any form of pattern in the data and visualized to 
see inherent relationships if any such as imbalances, and 
being bias alert. The data was also divided in the usual train-
test split process for the experiment. We trained a SVM 
model with the original features and optimized for the three 
techniques. We used the three techniques to reduce the 
features into 16 for each transformation or reduction 
technique. The model (SVM) was tested on PCA, Hashing 
Trick or feature hashing and UMAP respectively and their 
performance compared. 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Diagram of Dimensionality Reduction Techniques 

3.1. Data-Dependent Method (PCA) 
 

These try to construct a projection function in a form 
of a matrix for the given dataset. This requires the entire 
dataset or almost part of it. The problem with these methods 
or techniques is that keeping the entire data in memory is 
highly impractical[20]. For the purpose of this study, we 
used the PCA. It takes given datasets with many correlated 
features and try to project them into an lower coordinate 
system with fewer correlation. The resulting features that 
are uncorrelated as called Principal Components and they 
capture many of the variances that is needed for prediction. 
If we start with data of matrix of size n x d, with n= number 
of observation, d=number of original features, this matrix is 
projected into another matrix of size n x k, where k less than 
d. this new matrix give rise to a new columns has the 
capacity to maximize the variance in the dataset. Hence, the 
first principal component does most of the data variations, 
followed by the second etc. 
 
 
 
 
 
 
Figure 2. Concept of PCA 
 

PCA is one of the most popular unsupervised and 
straightforward method that seek to reduce the space 
dimensionality by finding and transposing from the higher 
dimensional space into a lower dimension. 
 
3.2. Data-Independent Technique (Hashing 

Trick) 
These are mainly using the principle of random 

projections and are good at evolving data streams because 
they generate projection matrices or functions that 
transform data into low dimensional feature space from 
independent input data. 

When too many features are generated for an algorithm, 
it tend to affect the performance of the model due to 
duplicates and other noise that do not actually add to the 
predictive value of the model. Hence such features need to 
be pruned [20], [17]. We used the hashing technique, which 
is also called feature hashing to reduce the features obtained 
into manageable number for experimental purposes. This is 
a technique in which large features are compressed to the 
required features by assigning required features that is 
enough for the machine learner. The system may lead to 
collision as more features are compressed. However, the 
degradation from this seems insignificant. The algorithm 
for the feature hashing technique is as shown in the table. 
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3.3. Graph-Based Methods 
They are also data dependent techniques or methods 

that works by constructing a graph that is based on 
similarity of instance and function on this representation. 
Uniform Manifold Approximation and Projection (UMAP) 
is an example [29]. They suggest that it is new method that 
is similar to t-SNE, which is a current discovery with strong 
mathematical base. It start by construction open balls in the 
instances and building complexes. To obtain the space 
reduction, a representation in a lower-space that closely 
depicts the topological structure found in the original 
feature space and with fuzzy representation. It has better 
visualization, and faster than t-SNE. A newer version using 
batch-incremental strategy has been proposed [22].  
 
3.4. Measures of Performance. 

To be able to evaluate any model in and experiment, 
there is need for measure of performance to objectively 
ascertain how the proposed models perform on the task [17]. 
For the purpose of this study, we measured the accuracy and 
False Positive (FP). 
Accuracy= TP+TN/N………….1 
False Positive Rate (FPR) = FP/ (TN+FP)……..(2) 
 
3.4.1. Features of the Malware Dataset 

As discussed earlier, the dataset was made up of 30 
features as the main features of the dataset. We reduced this 
features into 16 using the various feature transformation or 
dimensionality reduction strategy. The relevant 16 features 
and their contribution in prediction is shown in table k and 
figure x respectively. The three feature reduction methods 
were then applied for prediction and the results of their 
performance recorded. 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Features  Data type  Description 
 
 
NumDashInhostname numeric  looks 
for number of dash characteristic in hostname 
subdomainLevel  numeric  checks 
the number of siubdomain levels 
urlLength   numeric  the 
length of url 
pathLevel   numeric  checks 
the depth of the url 
NumDash  numeric  number 
of characters with dash 
NoHttps   numeric  checks 
for the presence of https in the url 
AtSymbol   Boolean  checks 
for @ sign in the url 
RelativeFormAction     Boolean  check if 
action has relative url 
insecureForms  Boolean  check if 
form action for content without https protocol 
extFormAction  Boolean  check 
the action form for external url  
AbnormalFormAction  Boolean  checks 
for abnormal url form actions 
fakeLinkInstatusBar Boolean  check 
html source code for for javascript commands 
     for 
mouseover to display fake url in the status bar 
frequentDomainName-            Boolean                  checks 

f

Table 1. Algorithm of Feature Hashing 
** create a vector array of zeros and new features 
Def apply feature hashing (feature_vector_size=1000) 
** iterate over all feature set in the feature dictionary 
For key in feature_dict: 
** get the index into the new feature array 
Array_index=hash (key) %vector_size 
**add the value of the feature to the new feature array 
**at the index we got using the hashing trick. 
New_features([array_index]+=feature_dict[key] 
Return_new_features 
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4. Results and Discussion of the study 
 

This section details the experimental result of the study 
and discussion how the findings relates to literature and the 
implications of the study. Thus, we present the performance 
of the SVM on the data-dependent dimensionality reduction 
technique (PCA), Data-independent dimensionality 
reduction technique (Feature hashing technique or feature 
hashing trick, and graph-based feature reduction or 
transformation technique (UMAP). The result of the three 
techniques are as shown in table MMM.  
 
 
 
 
 
 
 
From table k which compares the relative performance of 
the PCA, HT and UMAP feature transformation or 
reduction techniques, the results show that all the 
techniques performs relatively well with the dataset. 
However, the HT which is a data-independent reduction 
technique performed slightly higher in both performance 

measures; 99.1% accuracy and 1.2% false Positive rate 
while the other two showed no variation in performance. 
This is in line with [22] who posited that, both graph-based 
and data-dependent feature reduction techniques are 
equivalent and that they both handle features and dataset in 
similar fashion. Also, the relatively high performance of the 
SVM model on all the techniques might demonstrate  the 
fact the, a well extracted features and relevant reduction 
techniques produces columns that captures the key 
variances in the data and leads to efficiency of a model. This 
view is supported by [19][22], 
 

 
 
From figure 4, it shown clearly that all feature showed 
relative excellent performance. However, the HT feature 
produced superior results in both accuracy at 99.1% and 
FPR 1.2% with the other two performing the same at 
accuracy of 98.7% and FPR of 1.7%.  
Thus, in summary, the results is in line with the argument 
that, data-dependent feature transformation methods such 
as PCA are the classical data reduction techniques and are 
data-dependent and therefore produce good accuracy in 
combination with other data mining streams. On the data-
independent reduction techniques are naturally adaptable to 
the evolving environment, do not suffer from the problem 
of scalability and are extremely faster as compared to other 
reduction techniques [22], [21]. 
 
 
5. Conclusion   
 

The paper explored the relative performance of PCA, 
HT, and UMAP feature transformation or Dimensionality 
Reduction techniques on Malware dataset. The features of 
the dataset were reduced to 16 features and SVM applied to 
determine the predictive capacity of each of the three 
techniques on the dataset. The experimental results of the 
study shows that, PCA, HT and UMAP all performed 
relatively well on the dataset. However, the HT, which is a 
data-independent reduction method produce superior 
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results compared with the other two. The paper concluded 
that higher feature dimensionality influences the 
performance of models such as computational time, 
memory constraints and the predictive accuracy of a model. 
Thus, knowing which dimensionality reduction technique, 
yields higher predictive accuracy with extremely low false 
positives will lead to improved malware detection and 
feature engineering. Consequently, the use of the Data-
independent technique such as HT presents a huge potential 
for feature engineering in general and feature 
transformation or dimensionality reduction methods in 
particular in malware detection. However, the experimental 
results good performance by all the techniques, this might 
be due to the smaller data size. Future effort will employ the 
approach and apply a larger data size with increased 
reduction techniques to observe the phenomenon. 
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