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Abstract 
Lying is nuisance to all, and all liars knows it is nuisance but 
still keep on lying. Sometime people are in confusion how to 
escape from or how to detect the liar when they lie. In this 
research we are aiming to establish a dynamic platform to 
identify liar by using video analysis especially by calculating 
the ratio of changes in their appearance when they lie.  The 
platform will be developed using a machine learning algorithm 
along with the dynamic classifier to classify the liar.  For the 
experimental analysis the dataset to be processed in two 
dimensions (people lying and people tell truth). Both parameter 
of facial appearance will be stored for future identification. 
Similarly, there will be standard parameter to be built for true 
speaker and liar. We hope this standard parameter will be able  
to diagnosed a liar without a pre-captured data.      
Keywords:  
Nuisance, Liar, Detection, Escape, Parameter, LDA, kNN, 
MLP 
 
1. Introduction 

Detecting lie in general; becoming challenging 
due to different strategic-lying. The word of strategic 
lying is applied here with the sense of using normal 
behavioral approach occurring abnormal incidence which 
is out of common nature of human being. A common 
human characteristic is; telling truth is natural and lying 
is always artificial. This is perhaps the core hypothesis of 
this research. When a people say something true; their 
physical movement including appearance will be 
different from those who are telling lie. Research shows 
it is in fact true for same-people; when they are telling lie 
the appearance will be different when they say true [1]. 
Using advanced statistical tools within machine learning 
framework we are going to establish our claim using a 
well reputed data set from Miami University Deception 
Detection Database [2]. Research on lip movement and 
lie detection is not very new filed of research, but the 
approach and process of detection summing-up with new 
technique. Over the decade the researchers keep on 
extracting and publishing findings in various scholarly 
platform. Depending on the exploited features to 
determine deception the prior research generally can be 
categorized as verbal and non-verbal.  
 

The rest of this paper is organized as follows. Section 2 
presents a necessary background about the state-of-arts in 
the fields related to the current study. Section 3 describes 
the methods used, including the algorithms that guided 
the research such as linear discriminate analysis (LDA) 
[11] followed by kNN [12], Logistic Regression [13] and 
MLP [14]; dataset used. Section 4 presents results and 
discussion, mostly the result shown in a form of figures 
generated by Microsoft azure, along with a summary 
discussion of the obtained results, and Section 6 presents 
the conclusions. 
 
2. Literature Review 

Desai et al. [3] proposed a method of 
classifying speech segments based on recurrent neural 
networks (RNNs). The performance of the proposed 
method was compared against some of the traditional 
machine learning methods namely, Logistic Regression 
and Support Vector Machine (SVM). The researchers 
relied on different combinations of features to   detect the 
deception and the results showed that a set of both 
acoustic features and lexical features did not outperform 
the model which was built based on the lexical features 
only. Similar approach has been applied by some other 
scholars where the researcher claimed there are facial 
expressions or head movements displayed by the speaker 
during the deceptive or truthful interaction [4] by which 
identification may take place without error.  
 

On the other hand, to detect the deception without 
annotation, Wu et al. [5] attempted to use vision, audio 
and text information available in video to successfully 
determine the lairs. The new system fuses both low and 
high level micro-expression to achieve a high level of 
effectiveness. Additionally, the author discusses the 
advantage of including the Mel-frequency Cepstral 
Coefficients features to improve the performance even 
further. Researcher also claimed The ability to accurately 
discriminate truths from lies in legal settings is crucial, as 
judgment errors can have grave consequences [6]. 
However, what appears to be detrimental effects of 
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including information from transcripts on the 
performance of the proposed system. In a similar manner, 
[7] explored the usage of video, audio, 
text and  microexpression features to profile the truth 
tellers and liars. Their multi-modal neural model 
demonstrated a high level of accuracy. Surprisingly, the 
microexpression features were not the main contributors 
of discovering the deception. 

In addition to the visual features, 
the physiological and thermal measurements of humans 
were reported by researchers to distinguish the deception 
status successfully [8]. The research outlines the 
experimental and data collecting procedures for studying 
different aspects of detecting deception. Practically, the 
used measures could be beneficial under realistic 
environment settings. Further, thermography is a 
technique that records the thermal radiation generated by 
the functioning of physical systems, or by the heat 
interaction with its internal characteristics [9]. The image 
or video collected by using thermal camera provides 
information on changes in temperature without any 
physical contact which one key point to trace on lie or 
true.   

Unlike previously mentioned studies in [10] 
illustrated the benefits of including EEG and Gaze 
modalities with the audio and video information. Toward 
that objective, the researchers proposed a multimodal 
dataset for deception detection, which combines both the 
cognitive aspect with vision of the deception. An 
assortment of different feature extraction and prediction 
methods demonstrated that gaze and EEG features have 
the aptitude to deliver a deeper understanding of 
identifying deceit tasks. 

However, detecting deception from the ration of 
change in a person’s appearance did not get much 
attention in the research community. This might be due 
to lack of quality data, feature extraction method or 
classification method. By considering all identified and 
discussed issues above; in this paper we are proposing an 
auspicious method to detect the lie and lire using number 
of dynamic algorithms and classifiers including data-
manipulation framework. Next part of the paper we are 
going to discuss the identification method in details. 

 
3. Methodology 

For the experimental evaluation we applied a 
reputed database called Miami University Deception 
Detection Database (MU3D) belongs to Miami 
University, USA. The dataset is well organized with 
adequate information. In total 320 sequence of videos for 
eighty (80) individuals are available in the database. Data 

from multiple background for both males and females are 
collected equally. Each individual talked about their 
social relationship in two different forms (true and false). 
Four different videos are generated from every individual 
i.e., positive truth, negative truth, positive lie, negative 
lie in various parameter [2]. Using the stated data set to 
subtraction of background and to extract the features we 
applied linear discriminate analysis (LDA) [11] followed 
by kNN [12], Logistic Regression [13] and MLP [14] 
classifier for classify the instance correctly.  
 

Number of definitive reasons are there for selecting 
LDA and maximize the ratio of within and between 
scatter matrix which we assume will lead to greater true 
identification rate.  
Suppose that w1,w2, . . . ,wc and n1, n2, . . . , nc denote 
the classes and the number of concatenated feature 
vectors h within each class, respectively,  
with w = w1 ∪ w2 ∪ ꞏ ꞏ ꞏ ∪ wc and n^ = n1 + n2 +ꞏ ꞏ 
ꞏ+nc. Note that the value of n^ is two times of n. c is the 
number of classes. To rise the ratio of “between-class 
scatter matrix Sв to the within-class scatter matrix” LDA 
pursues “W” as transformation matrix.  
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    are the means of the class i 
and the grand mean, respectively. 
 

We applied all promising blends of true speaking 
feature (face features) and false speaking feature to 
maximize the number of concatenated feature vectors. 
Characteristics of true and lie speaking has considered 
for feature vector. Eventually, truce face and lie face 
features has measured to construct the feature vectors for 
each person. 
 

However, after extracting the fine features using 
LDA, we will identify the true and lie speaking using 
from kNN, MLP and Logistic Regression. The 
identifying using kNN  we applied simple Euclidean 
distance formula which is:   
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It takes n number of dimensions. The data point 

which is located at the minimum distance from the test 
point is assumed to belong to the same class. In general, 
the working mechanism involved initializing k on chosen 
number of neighbour [15]. Subsequently, the measure of 
distance between current and query takes place. And then 
[16]:  
- Index along with distance to add in the ordered 
collection.  
- Identify the smallest to largest  
- Identify initial entry (k) 
- level-up the entry  
- Redirect the mode  
 
Further, in Logistic Regression the independent variable 
(X) is the key to relates logistic curves [17] and the initial 
equation looks:  

 
 

In this instance, P is representing probability of a 1, 
whereas the natural logarithm is represented by e along 
with the actual parameter of the model “a” and “b”.  
When the value of X is zero (0), P is the value of “a” 
yields. Similarly, “b” works to adjust quick changes of 
probability in consist of changing X as a single unit. 
Most important thing to consider is: b can’t interpret like 
general regression with non linier relationship of P and X. 
[17]. 
 

Furthermore, neural network is base of Multi-
layered Perceptron (MLP) which has applied for the 
experimental evaluation in this research. It works very 
similar like any other classifier e.g. SVM, NB etc. [18]. 
But in terms of accuracy and the performance we found 
it is different than any other algorithms. Because it works 
like:   

 
Where: 

m represents the neuron numbers from earlier layer.  

w represents random weight, 

x represents input value, 

b represents random bias.  
Same approach is repeating for both output and hidden 
layers [19]. However, with all three stated and explained 
classifiers the set of experiments ended-up along with 
notable result within expectation. The experiment details 
illustrated in next section of the paper.  

4. Results and Discussion 

For experimental evaluation we applied stated data 
set using elaborated algorithm and classifiers. We 
conducted three different set of experiments using a 
unique framework which is shown in figure 1. To 
validate the method, we applied very well know datasets 
extracted from MU3D consists of 320 videos as stated in 
the methodology section.   
This performance estimate is based on a 16 GB RAM, 
Intel Core i7 processor. Depending on the CPU, RAM 
requirements, and internal operations, the durations of 
certain functions may vary. The following are the time 
durations achieved using the specifications listed below: 

- Processor: Intel Core i7 
- RAM: 16 Gb 
- Operating System: Windows 10 
- Microsoft Azure 
- Total Database samples: 320 Samples 
 
 
 
 
   

 
 
 
 
 
 
 

Fig 1: Framework for the experiments 

 
In all experiments we considered, if the Eigen value 

of true speaking and Eigen value of false speaking are 
not same; it true or correct identification. in this instance, 
we collected Eigen value of true speaking and Eigen 
value of false speaking and compared in our proposed 
platform to get the result. The results are shown below 
for individual classifier. 
 

The first experiments we conducted with MLP, and 
the result shows very much optimistic. The figure 2, 
figure 3 and the table 1 shows the result clarification  
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Fig. 2: Alorigthm schenario of MLP 

 

 
Fig. 3: Recognition Rate of Logistic Regression 

 
 

Table 1: Recognition Parameter of kNN (Neural Network) 

 
 
As can be seen from the graph and the table above the 
result is outstanding. Perhaps; in all three classifier 
giving 99% accuracy in detecting false statement or lie 
where the precision and recall 99% and 100 % 
respectively. At the same time, it also proven that the 
LDA transformed features into multivariate classifiers 
which has a remarkable capability to model the feature 

variations in the face and retain the identity of true or 
false information.  
 
 
5. Conclusions 

At the end of successful consecutive experiments; it 
is time to recap that a person telling lie or saying truth is 
not very far to identify accurately using machine. 
Perhaps; all our applied classifiers here in this research 
prominently detecting as per our expectation. And the 
correct detection rate more than 99%. One of important 
finding of this research is; the correct detection rate is 
almost same for all classifiers. It means; the feature and 
of lying and feature of saying truth are very much 
different therefore; it is not difficulty for detecting the lie 
or true. At the same time the performance for all 
classifiers are distinguishable especially for deception 
detection. It is eventually opening the potentiality to 
apply the platform in public place. To make the path 
more wider we will continue our experiments to dig-
down the reason and achieve the 100% accuracy.   
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