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Abstract 
The development in the field of the internet of things (IoT) have 
improved the quality of the life and also strengthened different 
areas in the society. All cities across the world are seeking to 
become smarter. The creation of a smart parking system is the  
essential use case in smart cities. In  recent couple of years, the 
number of vehicles has increased significantly. As a result, it is 
critical to make the use of technology that enables hassle-free 
parking in both public and private spaces. In conventional parking 
systems, drivers  are not able to find free parking space. 
Conventional systems requires more human interference in a 
parking lots. To manage these circumstances there is an intense 
need of IoT enabled   parking solution that includes the well 
defined architecture that will contain the following components 
such as smart sensors, communication agreement and software 
solution. For implementing such a smart parking system in this 
paper we proposed a design of smart parking system and also 
compare it with convetional system. The proposed design utilizes  
sensors based on IoT and Data Mining techniques to handle real 
time management of the parking system. IoT enabled smart 
parking solution  minimizes the human interference and  also saves 
energy, money and time. 
Keywords: 
IoT, IoT Enabled Smart Parking, Data Mining, Detection agent, 
Smart Parking Agent. 

1. Introduction 

As the Indian population grows and people's lifestyles 
change, every household now owns a vehicle. The rapid 
growth of India's population has resulted in a quick rise of 
the vehicles on the road.  Inconvenience in public transit is 
also a big factor in the rise in the number of vehicles on the 
road. Due to a growing population, parking space in Indian 
cities has stayed stable or decreased. There is currently no 
standard technique for finding a parking place in a parking 
lot. Existing technologies are slow and relying on human 
interaction. Traffic congestion is caused by people looking 
for a parking spot. 

The work is processed towards the fulfilment of the 
proposed framework for our model. The complete system is 
design to consider two different types of agents which reacts 
as per the learning and retrieval results. One is the detection  
 
 

agent, and the second is the smart parking agent. The 
working of the detection agent is to identify the type of 
vehicle. On the other hand, the smart parking agent’s work 
is to allot the free parking space to the specific vehicle type 
according to the vehicle id, which is generated by the 
detection agent. The objective behind the smart parking 
system is to utilize the free parking space effectively. This 
method helps us to efficiently arrange the available parking 
space, especially in the peak areas.  
 
1.1 Organization 

 
The paper is arranged in the following way. In section 2 

literature survey about the work is highlighted. In section 3 
IoT technologies are introduced. In section 4 problem is 
formalized. In section 5 we will discuss about the research 
methodology and also introduce the multi scanning model. 
In section 6 we will discuss about the dataset that is used for 
analysis. In section 7 results are evaluated on the basis of 4 
parameters that are accuracy, F-1 score, recall and precision 
and comparison is performed with previous models and in 
the last section 8 conclusion is presented.  

2. Literature Survey 

Takizawa et al. [1] proposed a smart parking system that 
uses closed-circuit television to access the place of a vehicle 
in a parking lot. Pixel recognition is used to decide the 
location. Setting threshold values for pixels identifies the 
difference between the absence and presence of vehicles in 
the parking slot, and images are considered as grayscale 
images. This method is more accurate, reliable, and 
consistent, and it can be used to collect information about 
available parking spaces. 

Bong et al. [2] proposed an image processing method 
called Car Occupancy Information System (COINS) to find 
out if the car is parked or if the parking space is free. The 
benefit of using this approach is the COINS are cheap 
because the sensors have not been used. At the same time, 
using the procedures of image processing lowers the 
system’s cost. The magnetic field of the Earth is used to 
locate empty parking spaces. To obtain the necessary 
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information, the computers that control the structure are 
linked with different sensors. 
Geng and Cassandras [3] implemented the smart parking 
system in the urban areas by considering the environmental 
factors. The driver’s cost feature is determined based on 
how near the people is to the destination and the cost of the 
parking area. The cost feature is used to assign and reserve 
the best parking spot for the people who have made the 
request. The problem of Mixed Integer Linear 
Programming (MILP) is overcome using this method at any 
point in time when a decision must be made. The 
elucidation of MILP is the most appropriate allocation of 
the parking area based on the data available at the time. This 
detail is brought up during the next instance’s decision-
making process. It is ensured that conflicts in resource 
reservation are avoided, as well as that the parking slot is 
only given to the user with the highest cost function. It has 
been established that the time it takes to locate a parking 
space is reduced, as is the charge for that space. 
Simultaneously, it is demonstrated that the technique is 
efficient in efficiently using the parking room. 

Pham et al. [4] proposed an algorithm that improves the 
efficiency of the current intelligent parking system based on 
the cloud approach. IoT is often used to build the system’s 
architecture. The algorithm will quickly identify vacant 
parking spaces and is fully automated. The cost of parking 
for users is determined by the distance and amount of 
available spaces in the parking area. The user may be 
assigned a parking spot based on the cost if they request it. 
If the requested parking area is complete, the user can be 
directed to another parking area. Furthermore, the author 
proposed an algorithm in order to decreases the user’s wait 
time and increases the chances of finding a parking spot. 
Sarangi et al. [5] proposed an IoT-based smart parking 
system. The system is designed to identify the vehicle that 
arrived at the parking slot, in order to verify the vacant 
space in the parking areas and to provide an interface to the 
user. The system consists of three different approaches: 
computer vision procedures, wireless sensor networks, and 
android mobile. Users will use the Android-based 
application to locate empty parking spaces and pay for them. 
In the construction of smart cities, Kumar et al. [6] used a 
combination of two technologies called radar and ultrasonic 
detection to introduce a smart parking system. The main 
goal of the model is to create a self-governing parking 
system that reduces traffic jams, air pollution, and user 
waiting time by allowing them to easily find parking slots 
even during peak hours. In this new parking system solution, 
the human presence would be minimized. The Wi-Fi system 
is used to transfer all of the data for storage to the cloud. 
With the help of the interface, the user can find an empty 
parking spot. The device proposed by the author has 
continuously monitored the vacancy and occupancy of each 
parking slot. When the vehicles in a parking location exceed 
the amount of parking locations in the parking area, the 

device will sound an alarm. The same device can be used to 
provide a cost-effective and efficient parking procedure in 
colleges, shopping centres, movie theatres, and other 
locations. 
 
3. IoT Technologies 
 

The term IoT was presented by Kevin Asthon in 1999 
[17]. As technology progresses, it has the potential to 
connect everything that is connected by networks and 
facilitate communication with less human intervention. 
There is no common design available in current state 
because IoT is in the beginning stage. The IoT has several 
definitions due to non-existing guidelines for IoT definition. 
It is described as the physical environment that is associated 
to the web via wireless or wired networks and integrated 
procedures or sensors. The associated devices are called 
smart devices. IoT is concerned with connecting the entire 
globe via the Internet. IoT allows billions of nodes from 
various things to be connected to the big superstore web 
browsers and hubs. IoT also aids in the integration of new 
software and communication networks. The primary 
objective of the Internet of Things is to make the world 
smarter by providing the data it requires through ancient and 
real-time feeds, using data mining algorithms to provide the 
data it requires, and instantaneously implementing 
computational expertise intelligence to make intelligent 
decisions. 
 

 
Fig. 1.  IoT Enabled Parking Layers [13] 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.8, August 2022 
 

 

 

406

 

4. Problem Formulation 

To find a free location to park a vehicle during peak 
hours is become one of the difficult task. . To park the 
vehicle whether it is in shopping malls, restaurants, or 
offices, etc., is a challenging process and also leads to the 
wastage of valuable resources. Many works are promoted 
as smart parking systems in the literature, however they fail 
to address the major obstacles. User privacy, easy 
identification of parking places, presentation of an optimal 
and real-time significant system, and other difficulties will 
be highlighted. The majority of the issues raised are being 
considered for a solution in the current work. The current 
study provides a prediction system that use data mining 
techniques to provide quick and easy access to information. 
The work also considers and presents a predictive process 
on the basic part history records of the vehicle to predict the 
parking slot. A supervised approach is examined for entire 
prediction results. The entire system was created with two 
sorts of agents in mind: a “detection agent” and a “smart 
parking agent”, both of which react based on learning and 
retrieval outcomes. 
 
5. Research Methodology 
 

Figure 2 depicts a block diagram of the suggested multi 
scanning technology. We proposed a multi scanning 
strategy since sensors create a vast quantity of data in every 
second and we require to collect the data that is relevant to 
parking. The main goal of the smart parking system is to 
maximize the use of free parking space. The methodology 
is broken down into two sections: 
• Detection agent 
• Smart parking agent 
Vehicle type is identified by the detection agent. User 
submits a request for a parking spot that is available. 
Following receiving of the user's request, the system begins 
to determine the type of vehicle, such as sedan, coupe, SUV, 
bus, auto, and so on, and assigns a unique vehicle id to each 
vehicle. If a slot in the parking spot is available, the smart 
parking agent assigns a specific location to the vehicle in 
the next section. The smart parking agent classifies the 
spaces in the parking areas in advance based on the kind of 
vehicle. Smart parking agent will assign the available 
parking slot to the vehicle according to the classification of 
slot. Classifiers used by smart parking agent are SVM, 
Decision tree, Random forest etc.  
 
 6. Data Set 
 

Primary step is to collect the data from the sensors that 
are located in various parking areas in the smart cities. In 
our work data is collected as a CSV file which is from 
Birmingham city in United Kingdom in various car park 
slots. Data is collected over 3 month of data. The main 

objective is the prediction of available space within the time 
interval of 10minute to 20 minute. The data is organized in 
the following way. 
1. Parking unique Id: Unique id is assigned to each 
parking slot. 
2. Time: Timestamp during which data is collected.  
3. Duration: Total amount of time for which a slot is 
engaged or free.  
4. Start Time and Finish Time: Time at which slot is 
assigned and time at which slot is free. 
5. Status: Parking area is free or allotted is updated 
using status queue. 
 

Table 1 Input Features 

Key Features Range 

Unique ID Unique id assigned to sensors in 
every slot 

Day Number of days in weak (1-7) 
days. 

Hours(Start) 24 hours of a day 

Hours(Finish) 24 hours of a day 

Minutes(Start) 0-59 min. of an hour 

Minutes(Finish) 0-59 min. of an hour 

Status Slot is free or engaged 

 
7. Result Evaluation 
 

In this paper we will evaluate 3 data mining techniques. 
Results are evaluated on the basis of the following 
techniques. 
 
7.1 Decision tree 
Decision tree is made up of several layers of testing nodes, 
branches that signify the result of testing node, and child 
nodes. In classification problems, the child nodes reflect the 
class label [13].  

 
Figure 3 Basic working of decision tree  
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Figure 2.  IoT Enabled Multi Scanning Parking Model 

 
The rules are represented by the path from root to leaf. 
Predictive models based on trees provide great accuracy, 
consistency, and applicability. Basic architecture of 
decision tree is shown in the figure 3. 
 
7.2 Logistic Regression 
 

For predictive analytics and modelling, a logistic model 
is often adopted. In this analytics technique, the dependent 
variable is either finite or categorical. In statistical software, 
logistic regression is used to determine the association 
among a dependent variable and one or more independent 
variables. It is supervised learning algorithm. Also known 
as discriminative forecasting model. To represents the 
subsequent likelihood dissemination P(Y|X), where Y 
represents the target variable and X represents the 
characteristics. Here X, returns the likelihood dissemination 
over the value. The given figure shows the architecture of  
 

 
logistic regression.“The outcome of the sigmoid function in 
a binary classification method is read as the likelihood of a 
specific model that belongs to a positive class, i.e., f(z) = 
P(y = 1jx;w), where z is the linear combination of weights 
and sampling features z = wTx”. 

 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.8, August 2022 
 

 

 

408

 

Fig 4 Logistic Regression Basic architecture 
 

7.3 Support Vector Machine 
 

It's a supervised learning technique that uses learning 
algorithms to evaluate data for classification and regression 
analysis. It's one of the empirical learning-based predictive 
models out there. It can take two groups of data that is 
training data and testing data. To optimize the degree of a 
space between these two groups, the SVM learning 
algorithm transfers the training data sets samples to points 
in space [13]. The additional values are now plotted into the 
similar space, and their group membership is projected 
depending on which side of the gaps they lie on. Purpose of 
SNM algorithm is to find the optimal line or decision 
boundary for classifying n-dimensional space into classes 
so that supplementary data points can be voluntarily placed 
in the accurate group in the long term. A hyper plane is the 
name for the ideal choice limit. Pictorial representation of 
workflow of SVM is shown in figure 5.” In the figure the 
SVM takes the data from the database that will contain 
heterogeneous data, it maps the training data into different 
groups according to their category”. 

 
Fig. 5 Block diagram of SVM  

 

7.4 Hyper Parameters of Data Mining Techniques 
 

Table 2 represents the hyper parameters of the 3 data 
mining techniques that are tuned for comparative analysis. 
Grid search [14] is used for best result of hyper parameters 
values for each data mining technique. Hyper parameters 
are the internal coefficients for a model found by a learning 
algorithm. 

Table 1 Tuning of Hyper Parameters of Data Mining Techniques 

Logistic 
Regress

ion 

 Decisio
n Tree 

 SVM  

Paramet
er 

Valu
e 

Paramet
er 

Value Paramete
r 

Valu
e 

Solver Lib 
linear 

Max 
depth 

10 Kernal linea
r 

Penalty  12 Min-
sample 
splits 

(2,30, 
2) 

Degree 3 

C 100 Criterion Gini 
Entrop
y 

C 
pran
ge 
(0.00
1, 
1000
.0, 
10) 

100.
0 

 
We have tuned by 3 parameters in Logistic Regression. The 
parameters that are used for tuning are Solver whose value 
is set to lib linear. Another parameter used is penalty ard it 
is set by 12 initially. And the last parameter used for tuning 
internal coefficient of logistic regression is C and it is 
initialize by 100. Similarly for Decision tree we tuned 3 
hyper parameters. Max-depth states the maximum deepness 
of the tree and min-sample-leaf defines number of samples 
contained by the leaf node. Criterion= entropy it works on 
information gain that belong to the number of splits in the 
decision tree. Similarly SVM is tuned by 3 parameters here 
kernel is set to linear we can also set it to rbf according to 
our need. And the degree is set to 3. High priority is 
assigned to SVM because the performance of SVM is better 
among all the data mining techniques. 
 
7.5 Parameters used for Evaluation 
 

The parameters that we used for evaluation and 
comparing the multi scanning data mining model are given 
below.  For checking the stability and over fitting problem 
of the model we used k-fold cross validation method. 
Accuracy: Most common used metrics to judge any model 
is known as accuracy metric. It measures the accurately 
forecasted samples among all the given samples. The 
following equation is used. 

Accuracy ൌ
୅ୡୡ୳୰ୟ୲ୣ ୔୰ୣୢ୧ୡ୲୧୭୬

୘୭୲ୟ୪ ୗୟ୫୮୪ୣୱ
                                          (1) 

F1- Score: It is harmonic mean of precision and recall [15]. 
It uses both the metrics. Higher the F1 score the better the 
results are. 

F1 െ Score ൌ  
ଶ∗ሺୖୣୡୟ୪୪∗୔୰ୣୡ୧ୱ୧୭୬ሻ

ୖୣୡୟ୪୪ା୔୰ୣୡ୧ୱ୧୭୬ 
                                     (2) 

Recall: It is defined as a ratio of positive instance out of all 
the total actual positive instances. The following equation is 
used. 
 
Recall ൌ

୘୰୳ୣ ୔୭ୱ୧୲୧୴ୣ

୘୰୳ୣ ୔୭ୱ୧୲୧୴ୣା୊ୟ୪ୱୣ ୒ୣ୥ୟ୲୧୴ୣ
                                   (3) 
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Precision: It is defined as a ratio of positive instances out 
of total forecasted positive instances. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ൌ ்௥௨௘ ௉௢௦௜௧௜௩௘

்௥௨௘ ௉௢௦௜௧௜௩௘ାி௔௟௦௘ ௉௢௦௧௜௩௘
                             (4) 

 
K-fold-cross-validation: It is a technique for detecting 
over fitting data and determining the accuracy of the model. 
K-fold means, data is divided into K equal sets. Among all 
the given K sets each set is processed only once as testing 
data, with the subsequent sets being used as training data. 
5-fold cross-validation is used in this paper. 
 
7.6 Performance Evaluation  
 

In this section we will evaluate the performance of 
Logistic Regression, Decision tree and Support Vector 
Machine (SVM) algorithms in terms of result related to each 
cross validation. A comparison of 10-minute and 20-minute 
prediction was conducted, with 65 percent and 85 percent 
threshold used for each. 
 
7.6.1 10 Minute Prediction (65% Threshold) 
 

In Table 3 represents the average cross- validation score 
of Logistic Regression, Decision tree and SVM models 
given 10-minute predictions with 65% threshold. Given 
table clearly shows that the performance of logistic 
regression is least during comparative analysis. The average 
performance is 70.56% average accuracy, average F1- 
Score is 55.35%, average recall is 60.445% and average 
precision is 75.45%. The performance of Decision tree and 
support vector machine is quite close to each other with 
average accuracy 93.80%,  average F1_score is 91.80%, 
average recall is  90.23%, and average precision is 93.27%. 
Support vector machine outperform among all the 
techniques with average accuracy 93.75%, average F1-
score 91.70%, average recall is 91.30 % and average 
precision is 92.14%. 
 

Table3: Average Cross Validation Result of Each Model 

Metrics “Logistic 
Regression” 

“Decision 
Tree” 

“Support 
Vector 

Machine” 

Accuracy 70.56 93.80 93.75 

F1- Score 55.35 91.80 91.70 

Recall 60.45 90.23 91.30 

Precision 75.45 93.27 92.14 

 
 
7.6.2. 10 Minute prediction (85% Threshold) 

 
In the table 4 represents the average cross-validation score 
of Logistic Regression, Decision Tree and SVM models 
given 10- minute prediction with 85% threshold. By 
following 65% threshold the performance of logistic 
regression is poor among all the techniques. Average 
accuracy of logistic regression is 70.89%, average F1-Score 
is 55.05%, average recall value is 60.20% and average 
precision is 75.57%. The performance of decision tree 
average accuracy is 94.09%, average F1-score is 91.50%, 
average recall is 89.12% and average precision is 94.03%. 
The performance of Support vector machine is best among 
all the technique here average accuracy is 94.25%, average 
F1-score is 90.60%, average recall value is 91.20%, and 
average precision is 92.10%. 
 

Table 4 Average Cross Validation Result of Each Model 

Metrics “Logistic 
Regression” 

“Decision 
Tree” 

“Support 
Vector 

Machine” 

Accuracy 70.89 94.09 94.25 

F1- Score 55.05 91.50 90.60 

Recall 60.20 89.12 91.20 

Precision 75.57 94.03 92.10 

 
7.6.3. 20 Minute Prediction (65% Threshold) 
 

In this section we will represent a comparative analysis 
using 20 minute prediction having 65% threshold. In table 
5 the average accuracy of logistic regression is 73.56%, 
average F1-score is 60.35%, average recall is 65.45% and 
average precision is 76.16%. The performance of Decision 
tree and support vector machine is quite close to each other 
with average accuracy 89.12%, average F1_score is 87.05%, 
average recall is  84.12%, and average precision is 89.10%. 
Support vector machine outperform among all the 
techniques with average accuracy 88.24%, average F1-
score 86.01%, average recall is 85.10 % and average 
precision is 86.14%.  
 

Table 5 Average Cross Validation Result of Each Model 

Metrics “Logistic 
Regression” 

“Decision 
Tree” 

“Support 
Vector 

Machine” 

Accuracy 73.56 89.12 88.24 

F1- Score 60.35 87.05 86.01 

Recall 65.45 84.12 85.10 
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Precision 76.16 89.10 86.14 

 
7.6.4. 20 Minute Prediction (85% Threshold) 
 

In the table 6 represents the average cross-validation 
score of Logistic Regression, Decision Tree and SVM 
models given 20- minute prediction with 85% threshold. By 
following 65% threshold the performance of logistic 
regression is poor among all the techniques. Average 
accuracy of logistic regression is 74.10%, average F1-Score 
is 60.26%, average recall value is 65.10% and average 
precision is 77.75%. The performance of decision tree 
average accuracy is 89.20%, average F1-score is 86.10%, 
average recall is 83.19% and average precision is 90.05%. 
The performance of Support vector machine is best among 
all the technique here average accuracy is 88.60%, average 
F1-score is 85.04%, average recall value is 85.15%, and 
average precision is 86.24%. 
 

Table 6 Average Cross Validation Result of Each Model 

Metrics “Logistic 
Regression” 

“Decision 
Tree” 

“Support 
Vector 

Machine” 

Accuracy 74.10 89.20 88.60 

F1- Score 60.26 86.10 85.04 

Recall 65.10 83.19 85.15 

Precision 77.75 90.05 86.24 

 

 
  Fig. 6 Representation in the form of graph for evaluation of data mining 

techniques using 65% threshold. 
 

 
Fig. 7 Representation in the form of graph for evaluation of data mining 

techniques using 85% threshold. 
 

 
Fig. 8 Representation in the form of graph for evaluation of data mining 

techniques using 65% threshold. 
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Fig. 9 Representation in the form of graph for evaluation of data mining 

techniques using 85% threshold. 

 
 
 

 
Fig. 10 Comparative representation of proposed model with traditional 

model  

Figure 10 shows the comparative representation how our 
model saves time as compared to traditional method. The 
measures that are selected for comparison are area it is used 
to help in finding the free parking space. Our proposed 
model use sensor data that will detect the vehicle in advance. 
It also facilitates vehicle counting system that will detect the 
number of free space according to the type of vehicle.     
Tables are used to organize the following features which are 
used as input features for our data mining model. 

7.6.5 Comparison of Models 
Table 7 Represents Comparison with Conventional Model 

S.
No 

Key Issues Proposed Model Convent
ional 

Models 
1 Area 10 10 
2 Type of 

Sensor Used 
Ultrasonic Sensors Arduino 

Uno 
3 Vehicle 

Count System 
Yes No 

4 Car Parking 
Management 

Yes Yes 

5 Technology 
Used 

Yes No 

6 Real Time 
Parking 
Tracking 

Yes No 

7 Optimization 
of Space 

 

Yes No 

8 Congestion Congestion can be 
decreased by 

diverting traffic to 
available spaces. 

Congesti
on 

increase 
due to 

parking 
traffic. 

9 Scanning Sensors emit a 
significant amount 

of data, we use 
multi scan to 

collect only the 
data that is 

relevant for real-
time parking. 

No 
Scanning 
is used 

 

 
8. Conclusion 
 

This paper shows the IoT based smart parking model to 
help the drivers to find the free parking space smartly 
without wasting precious time and also prevent from human 
intervention. Basically the proposed model works in two 
steps that is detection agent and smart parking agent. 
Detection agent helps in identification of the type of the 
vehicle and smart parking agent helps the drivers to assign 
the parking slot if slot is available according to the type of 
the vehicle detected by the detection agent. Smart parking 
agent uses data mining techniques to predict the available 
parking slot. In the model, different technologies are 
converged that includes commodity sensors, real-time 
analytics, and smart identification of type of vehicle. 
Internet of things (IoT) is used that mechanize existing 
parking system in the real world. A comparative analysis is 
also done that will distinguish the model with traditional 
model. Four parameters are used for evaluation of the result. 
These parameters are Accuracy, F1- Score, Recall and 
Precision.      
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