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Summary 
The prompt development in the field of video is the outbreak of 
online services which replaces the television media within a 
shorter period in gaining popularity.  The online videos are 
encouraged more in use due to the captions displayed along with 
the scenes for better understandability. Not only entertainment 
media but other marketing companies and organizations are 
utilizing videos along with captions for their product promotions. 
The need for captions is enabled for its usage in many ways for 
hearing impaired and non-native people. Research is continued in 
an automatic display of the appropriate messages for the videos 
uploaded in shows, movies, educational videos, online classes, 
websites, etc. This paper focuses on two concerns namely the 
first part dealing with the machine learning method for 
preprocessing the videos into frames and resizing, the resized 
frames are classified into multiple actions after feature extraction. 
For the feature extraction statistical method, GLCM and Hu 
moments are used. The second part deals with the deep learning 
method where the CNN architecture is used to acquire the results.  
Finally both the results are compared to find the best accuracy 
where CNN proves to give top accuracy of 96.10% in 
classification. 
Keywords: 
Online videos, hearing impaired, machine learning, feature 
extraction, GLCM, Hu moments, CNN architecture. 

1. Introduction 

The long journey of video captioning started very 
earlier during 1800, the makeover of movies without audio 
used inter-titles to help the audience understand the flow 
of the story. By 1920, the movies were created with sound 
but to help deaf people and the hearing impaired public, 
captioned films were produced. Captions slowly spread 
from entertainment media to the educational system and 
soon television media for news channels started to use 
captions for breaking news. Now development in artificial 
intelligence paves the way for automatic captioning which 
saves the producers time and money in writing transcripts. 
Summing up, captions in video frame gives more precise 
facts about the video scenes and can be used for multiple 
purposes like scanning, knowledge gaining, and 
recovering of latest reports. [1].  

But producing captions is not a much easier task 
while playing the video. Captions added in the video can 
gain more audience that enables more viewers to watch 
either online videos or blogs or any entertainment channels. 

Nowadays many video captioning methods can solve the 
problems where a huge amount of messages can be 
generated. [2]. One of the major issues in video captioning 
is the inability to capture all the frames in a single video 
and describe all the actions as captions. So there should be 
standard methods for solving the above problem using 
machine learning methods and neural network embedded 
techniques. Some of the video frames used in the media as 
samples are shown in Fig.1. 

 
 

 

Fig.1 Sample Frames for captioning. 

Captions can be generated for the above frames in the 
video like a person driving the car and two persons 
chatting. This captioning can be generated automatically 
using current techniques like a machine and deep learning 
methods. 

In the recent paper [3] text detection algorithm is discussed 
which can generate short messages in video frames, 
images, etc. Machine learning contributed a lot to 
generating automatic messages during videos or short 
films. The videos are first preprocessed and features can 
be extracted from any existing methods like statistical[9], 
or empirical methods. Using the extracted features the 
images are classified using standard algorithms. Training 
and testing are the two phases used for classification 
purposes. Machine learning evolved into deep learning 
architectures where CNN [35],[36], models are used for 
video caption [37]generation. The images are first 
preprocessed and classified with feature extraction using 
pre-trained models for producing captions during the relay 
of videos or other media. This paper compares the 
classification results of the two methods discussed later. 
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2. Related works 

The development made in the field of artificial 
intelligence is proof of automatic caption generation for 
short films, videos, and images. Researchers are still 
rendering hard work for the correct message display along 
with the scenes or frames in the video. Various 
contributions of the authors are briefly described in this 
part.  

According to the latest work [4],[10], algorithms are 
proposed to identify captions from videos like news 
channels or educational media. This algorithm also helps 
in decreasing the frames to be processed by first 
generating captions [14],[15],[16] in the beginning frame 
so that the candidate region for the caption [25],[26],[28] 
is constructed [11],[12][17]. The features extracted are 
wavelet structures that are fed to the classifier [19], for 
identification of the text messages [18],[27],[29]. Another 
text detector [5] proposed is based on the fundamental 
structure of the text. Density-based techniques are 
employed to remove noise to produce true positive results. 
Time alignment between text and video sequences 
[20],[21],[24], is discussed in the recent paper [6] where 
the segment [38],[39],[40] is experimented with using 
pattern matching [33],[34] with the messages to be 
displayed for the particular scene. The time interval for the 
correct and expected captions [30],[31] are measured and 
adjusted in this work. 

The growth of video captioning automatically [7] 
using markup language and VCML player is discussed 
briefly in this paper. This greatly reduces the cost and 
burden of producing suitable messages with new 
properties like auditory symbols and tree-structured player 
files. New methods are adopted to order voice intervals 
and the messages so that sound can be aligned [22] 
properly with the text. The next step is the video encoding 
method [8],[13] for automatic captioning. This method 
produces a macro-block level map to produce information 
for every frame in the video and a further rate allotment 
outline is used to automatically calculate the value of a 
parameter of each macroblock [23],[32]. 

3. Contribution and outline of the work 

This paper deals with automatic video captions to be 
generated in parallel with the scenes in the videos. For this 
purpose, first, the videos are converted into frames and 
resized into the standard size of 200 x 200. This is called 
pre-processing stage and after the frames are converted, 
features are extracted from the frames using three standard 
methods called Hu moments, GLCM, and statistical 
measures. These features extracted are then used as input 
for classification. For classifying, the Random Forest 
method is used and finally, the results are obtained. The 

results are compared with another proposed model where 
the frames are processed using deep learning models. CNN 
architecture is used for classification and the results are 
obtained. The results from both methods are compared to 
find which method produces the best accuracy. 

The proposed work is organized as follows. The first 
section deals with preprocessing of the images and feature 
extraction with classification is done in the next sector. 
The following section deals with deep learning 
classification and the succeeding section deals with the 
experimental analysis and result. The last section contains 
the conclusion and references. 

4. Proposed approach 

The proposed work contains various steps. The 
primary step is to acquire the input videos from the data 
set.Pre-processing of images takes place. All the phases 
are clearly explained in the block diagram given below in 
Fig.2. 

 

Fig.2 The architecture of the proposed method. 

As the block diagram depicts, two parts are explained in 
this paper.  

- The first part deals with the machine learning method 
where the video frames are preprocessed then features 
extracted and finally classified. 

- The second part deals with the deep learning method 
where the video frames after preprocessing are classified 
using CNN architecture. 

The results obtained from both the sections are compared 
to produce the best accuracy for the automatic generation 
of captions. 
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Image Acquisition 

The dataset containing videos and suitable messages used 
for this work is retrieved from MSVD (Microsoft Research 
Video Description Corpus). The data set contains nearly 
120K sentences used for short films, videos, and 
entertainment media. Each scene is described by a single 
sentence for each frame. The data set contains 2000 video 
extracts and solo sentences representing each frame. From 
the dataset, the videos needed for this work are recovered. 

4.1 Machine Learning Method  

Preprocessing of Images 

The videos selected undergo preprocessing stage 
where there are two steps to make the videos ready for 
handling. They are 

- The videos are converted into frames 
- The frames are resized into a standard size. 

The videos selected from the dataset are converted into 
frames using the Stop Motion Effect method which is a 
distinctive procedure that introduces minute gaps after 
each frame in the video to create action. The following are 
the steps for conversion. They are 

1. Choose the file as input stored in the memory. 
2. Change the settings for conversion of frames by 

selecting the speed and clip rate. Speed can be slow, 
medium, or fast and the clip rate differs between 0.2 and 
1.5 seconds. 

3. Next, select the output format. Once all are ready, 
operate Stop Motion and save the result.  
After the frames have been converted they may be of 
various sizes which cannot be used for further experiments. 
So the frames are rescaled into standard size usually 200 x 
200 using the pixel relation method called the inter-area 
method. Resizing is done by determining the values of the 
pixels in the new image from the old image. This method 
shrinks the images or frames to the standard size by 
calculating the values of the neighboring pixels both 
length and breadth-wise so that the original picture size is 
the multiple of the new image. Thus the images are 
preprocessed using the above steps. The preprocessed 
images are treated further to extract features used for 
classification. 

Feature Extraction 

Feature extraction is the dimension reduction 
technique used to select the essential number of features 
from the vast data set that represents the entire set of 
images used for classification. The finest features are 
selected using the basic techniques to classify the given 
data set into the given number of classes. The feature 
extraction methods used are Statistical methods which 

include Mean, Variance, and Standard deviation. The other 
two methods are Hu moments and the GLCM method 
which include contrast, correlation, energy, homogeneity, 
ASM, and dissimilarity. The above features are global 
features that describe the entire image used for 
classification. 

Statistical features 

The first-order statistical features called descriptive 
statistics like mean, variance, and standard deviation are 
extracted as features from the given images. 
Mean is used for measuring the central tendency which is 
the middle point of the image which gives the brightness 
of the image. It shows the dissimilarity of one image with 
other images. The identical features can be calculated from 
the images which are used for classification. The formula 
is,  

Mean 𝜇 ൌ ∑ ௫೔

௡
௡
௜ୀଵ   (1) 

In Equation (1), X represents the pixel values and n is 
the count of pixels. 

 
Variance is defined as the dissimilarity from the mean 
value and calculated by considering the discrepancy 
between each pixel point and the mean value then squaring 
the differences and finally dividing the square sums by the 
data points. Variance measures all deviations from the 
mean in all directions. The formula is  

Variance 𝑆ଶ ൌ ∑ ሺ𝑥௜ െ 𝜇ሻ ଶ

௡
௡
௜ୀଵ   (2) 

Standard Deviation is the Square root of variance. It is 
used to find the dispersion within the local region that is 
the edges of the image.  SD is a measure of the variance of 
the data points in the image with the mean. If the value is 
big, there is more variation and vice versa. The formula is 

Standard Deviation 𝑠 ൌ √𝑠ଶ  (3) 
All the three values namely Mean, Variance, and Standard 
deviation are calculated for sample frames and given in 
Table 1. 

Table 1: Three statistical measures 

Frames Mean Variance 
Standard 
deviation

1 1.15 2.49 4.99 

2 6.47 1.84 4.28 

3 1.41 3.82 6.18 

4 3.00 1.04 1.02 

5 9.74 1.88 4.34 
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Hu Moments 

Hu moments or invariants are called the shape descriptors 
containing a set of 7 numbers namely H1 to H7 that are 
similar to image translation, scale, and rotation. A moment 
is defined as a number that describes the image properties 
like edges, lines, curves, and regions. These characters are 
used to differentiate the dissimilar images while show 
similarities in the same images. In the handling of images, 
moments are used to find the average of the intensities of 
image pixels. Hu created some descriptors that are scale-
invariant from the geometric moments called raw moments. 
From raw moments, central moments are calculated and 
these values are used to calculate the 7 moments based on 
scale invariance. The key points are the seven values 
calculated due to rotational invariance. The value gives the 
location and position of the shapes in the images. The 
basic calculations consist of translation, scale, and 
rotational invariance values. They are 

Translation invariance  

𝑀௣௤ ൌ ∑ ∑ ሺ𝑥 െ �̅�ሻ௣ሺ𝑦 െ 𝑦തሻ௤𝐼ሺ𝑥, 𝑦ሻ௡
௬ୀ଴

௡
௫ୀ଴   (4) 

In Equation (4), I(x,y) give basic 2d geometric moments of 
order (p+q) of the image, 𝑥P, 𝑦Q give the basics of the 
moments, and p and q are weights of horizontal and 
vertical dimensions. 

Scale Invariance 

𝑁௣௤ ൌ
ெ೛೜

ெబబ

భశ೛శ೜
మ

    (5) 

In Equation (5), M00 denotes the total mass of the image. 
Translation and scale invariants are simple and can be 
calculated using the above single formula but the difficulty 
is finding the rotational invariants and Hu defined the 
seven rotational invariants which are calculated from the 
above two formulas. They are, 

ℎଵ ൌ ƞଶ଴ ൅ ƞ଴ଶ   (6) 
ℎଶ ൌ ሺƞଶ଴ െ ƞ଴ଶሻଶ ൅ 4ሺƞଵଵሻଶ  (7) 
ℎଷ ൌ ሺƞଷ଴ െ 3ƞଵଶሻଶ ൅ 3ሺƞ଴ଷ െ 3ƞଶଵሻଶ (8) 
ℎସ ൌ ሺƞଷ଴ െ ƞଵଶሻଶ ൅ ሺƞ଴ଷ െ ƞଶଵሻଶ   (9) 

ℎହ ൌ ሺƞଷ଴ െ ƞଵଶሻሺƞଷ଴ ൅ ƞଵଶሻሾሺƞଷ଴ ൅ ƞଵଶሻଶ െ
3ሺƞ଴ଷ ൅ ƞଶଵሻଶሿ ൅ ሺ3ƞଶଵ െ ƞ଴ଷሻሺƞ଴ଷ ൅ ƞଶଵሻሾ3ሺƞଷ଴ ൅

ƞଵଶሻଶ െ ሺƞ଴ଷ ൅ ƞଶଵሻଶሿ  (10) 
ℎ଺ ൌ ሺƞଶ଴ െ ƞ଴ଶሻሾሺƞଷ଴ ൅ ƞଵଶሻଶ െ 7ሺƞ଴ଷ ൅ ƞଶଵሻଶሿ ൅

4ƞଵଵሺƞଷ଴ ൅ ƞଵଶሻሺƞ଴ଷ ൅ ƞଶଵሻ  (11) 
ℎ଻ ൌ ሺ3ƞଶଵ െ ƞ଴ଷሻሺƞଷ଴ ൅ ƞଵଶሻሾሺƞଷ଴ ൅ ƞଵଶሻଶ െ

3ሺƞ଴ଷ ൅ ƞଶଵሻଶሿ ൅ ሺƞଷ଴ െ 3ƞଵଶሻሺƞ଴ଷ ൅ ƞଶଵ ൅
ƞଶଵሻሾ3ሺƞଷ଴ ൅ ƞଵଶሻଶ െ ሺƞ଴ଷ ൅ ƞଶଵሻଶሿ (12) 

From Equation (6) to (12), the values are calculated and 
seven features are derived from the images. These features 

are used as input to the classifier for classification. The 
seven values are calculated for sample frames and 
displayed as Table 2 below. 

Table 2: Sample Hu Moments 

Frames H1 H2 H3 H4 H5 H6 H7 

1 1.39 3.68 2.39 5.26 6.99 -8.45 1.73

2 2.25 1.14 1.35 7.23 -1.85 -2.41 6.92

3 1.20 1.18 1.80 1.51 -2.39 6.29 2.49

4 5.12 1.16 6.04 1.58 -8.73 1.70 1.54

5 1.69 6.07 1.18 3.31 -1.15 -4.94 -1.73

GLCM features 

Gray level Co-Occurrence Matrix (GLCM) also 
called spatial dependence matrix is the statistical method 
used for feature extraction from the image. This method is 
used to survey texture properties with the spatial 
association between pixels in the image. The calculation is 
based on the frequent occurrence of a group of pixels with 
precise values forming the matrix format to produce 
statistical measures. Using these calculations matrix is 
composed of various combinations of the gray level 
(intensity of the pixel) to provide the measure of variation 
in intensity levels. 
The second-order statistical measures can be calculated 
using the GLCM method [9] through a matrix with rows 
and columns equal to the intensity values of the pixels in 
the image. Out of 13 features, six important features like 
contrast, correlation, energy, homogeneity, dissimilarity, 
and ASM (Angular Second Moment) are calculated from 
the GLCM matrix and the formulas are given as follows. 

Contrast- Gives the intensity dissimilarity measures 
between adjacent pixels in the image. The formula is,  

 ∑ 𝑃௜௝ሺ𝑖 െ 𝑗ሻଶேିଵ
௜,௝ୀ଴    (13) 

In Equation (13), i and j denotes the pixel positions in the 
image  

Energy- Provides the sum of squared elements in this 
method. Equation (14) is used to calculate Energy. 

 ∑ 𝑃ଶሺ𝑖, 𝑗ሻேିଵ
௜,௝ୀ଴     (14) 

Correlation- Reflects the similarity occurrence of the 
particular group of pixels and the relationship between two 
or more variables. The formula is,  

 ∑
ሺ௫̅ି௫ሻሺ௬തି௬ሻ

ඥሺ௫̅ି௫ሻమ ሺ௬തି௬ሻమ
   (15) 

Homogeneity- Returns the measurement value of the 
adjacency of the pixel positions in the image. The formula 
is,  
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 ∑
ሺை೔ିா೔ሻమ

ா೔

௡
௜ୀଵ             (16) 

In Equation (16), Oi denotes the observed value and Ei is 
the expected value. 
ASM- Angular Second Moment is the measure of 
homogeneity of the image. ASM gives the regularity of 
grey level distribution in the image. The formula is,  

 ∑ ∑ 𝑃ሺ𝑖, 𝑗ሻଶ
௝௜     (17) 

Dissimilarity- Measures the distance between pairs of 
pixels in the image. The formula is,  

∑
ห௑భሺ೔ሻష௑మሺ಺ሻห

௡
௡
௜ୀଵ     (18) 

Using the above equation, the values are calculated for 
sample images and the results are compared. The 
calculated values for samples are given in Table 3 below. 
GLCM values represent the texture features that are 
extracted using the equations discussed above. The values 
are tabulated for easy comparison of these values and the 
vital features are only taken for the classification method.  
The six features are considered for classifying the images 
into prescribed classes. 

Table 3: Sample GLCM values 

Frames Contrast Corre Energy Homog ASM Dissimilarity

1 3.80 9.25 3.32 8.67 1.10 2.83 

2 5.61 8.44 4.50 8.89 2.03 2.73 

3 1.81 9.73 3.97 9.33 1.58 1.41 

4 8.53 8.20 7.48 9.59 5.59 8.25 

5 4.68 8.76 3.55 8.41 1.26 3.41 

All three methods in feature extraction are discussed in 
detail and the features extracted are given as input to the 
classifier. The number of features extracted per image is 
given in Table 4 below. There are 16 features extracted 
from the single image. 

Table 4: Feature Extraction Details 

S. No Method 
Number of 
Features 

Feature 
Details 

1 Statistical Method 3 Brightness, 
edges

2 Hu Moments 7 Shape 

3 GLCM Method 6 Texture 

4.1.2 Classification Method 

After the successful extraction of features using the 
methods mentioned above the next step is the 
classification of images into different classes. Each class 
represents unique actions and based upon the class the 
image belongs to, the caption is generated. Classification 

of images is mainly based on the accurate features taken 
from the feature extraction methods. The classification 
method utilized here is the Random Forest method which 
is discussed in the next section. 

Random Forest 

Random Forest is the classification method from 
supervised learning in which many decision trees are built 
called forests. [10]. The forest contains trees where the 
interior node represents the trial attribute, each outlet gives 
the output of the tree, and the leaf node gives the result. 
The sixteen features calculated are taken as the root node 
and internal node. With that tree is constructed and the 
features are used for testing to decide the class of the input 
image. The majority result of the trees is considered the 
final result. This is called the voting method used as basic 
in the RF method.  

The bootstrap aggregation method is utilized in the 
Random Forest technique where the input image is 
classified into 50 classes. The number of trees constructed 
is 200 and each image is sampled with the decision trees 
with the replacement of features so producing different 
results. The final decision is based on the majority result. 

4.2 Deep Learning Method 

Another classification method used for classifying 
images is the deep learning method based on 
Convolutional Neural Network architecture. Based on 
deep learning models and data set collections, constructing 
novel techniques for caption generator automatically is a 
trouble-free task. CNN is the subcategory of deep learning 
networks used especially for image identification and 
classification. CNN analyzes the images to extract features 
and uses these features for the organization. This is similar 
to the human brain where the eyes and brain coordinate to 
capture the structures in the image through the sight which 
is transferred to the brain for detecting the object in the 
scene. This method is repeated through numbers in 
computers as features to classify the image for caption 
generation. 

CNN architecture is built with many layers of 
neurons where the order is input, hidden, and output layers. 
The foremost hidden layer acquires basic features like 
lines, and splines and the next layer learns objects, and text, 
and the other layers extract similar features used for 
classifying. So the layers are arranged in the correct order 
and the basic building blocks of CNN architecture are four 
layers with one activation function. They are, 
 1. Convolution Layer 
 2. Pooling Layer 
 3. Activation function 
 4. Flattening  
 5. Fully Connected layer 
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The layers are explained in brief to understand the 
architecture of the proposed model 

Convolution layer 

The top layer in the architecture that accepts the input 
video frame is the convolution layer where the input image 
can be detected by the features already stored, with that 
output image is directed to the next layer. Convolution is 
the mathematical operation on two functions like f and g 
that alters one function with another, producing a new 
function. The definition is given as,  

 ሺ𝑓 ∗ 𝑔ሻ௧ ൌ ׬ 𝑓൫𝑇௚൯ሺ𝑡 െ 𝑇ሻௗ்
ஶ

ିஶ    (19) 
The input image is converted into matrix format and the 
filter or kernel is another matrix in odd numbers like 3x3, 
and 5x5 to convolve over the input image to produce a 
feature map with the same size as the filter. Each feature 
maps produce features to identify the objects in the image. 
So this block is used for the feature extraction process 
avoiding irrelevant structures. Filters renovate the number 
of pixels into activation maps. 

Pooling layer 

The layer implanted between convolution layers is the 
pooling layer to reduce the size of the image thereby 
reducing the parameters and avoiding unwanted features.  
This layer is used to identify edges, and small features like 
ears, and nose by using several filters. The size of the filter 
is usually 2x2 where the image size is reduced by half of 
its dimension so the overfitting problem is solved. Usually, 
the Max pooling method is used for reduction purposes. 
Other important factors needed are  
-  Filter size describes the size of filters like 2x2 or 3x.3 
- Stride provides the filter while navigating, the number of 
positions it leaps in the matrix. 
- Padding gives the border effect to increase the size of the 
image. 

Activation function 

It is the nonlinear transformation triggering on the 
input layer before it proceeds to the next layer. The 
transfer function takes the input signal and changes it into 
positive form if the signal has negative values before 
passing it to the succeeding layer. So this function 
transfers relevant data to the next layer. The activation 
function utilized here is the Relu function, a linear 
function that converts the input values directly to positive 
values otherwise generates zero.The function is defined by, 

 𝐹ሺ𝑋ሻ ൌ 𝑋 ൌ 𝑚𝑎𝑥ሺ0, 𝑋ሻ   (20) 

In Equation (20), x is the input to a function.  

Flattening  

The next layer to pooling is the flattening method which 
converts the matrix into single column values, by 
considering the values row-wise and storing the values in 
the single column. After conversion, the values are given 
to the artificial neural network for classification. Flattening 
changes the values in the matrix to single dimensional 
array and passes to the next layer to make a long feature 
vector. So all the pixel values are stored in a particular line 
and delivered to the last layer.    

Fully Connected layer 

The pixel values are considered as individual neurons 
for further classification in the preceding layer. The layer 
contains the number of neurons as the class divisions to be 
detected. The final layer contains the classification result 
of the labels for the problem and assigns it to the data set. 
Softmax activation is used in the last layer which is best 
suited for real-life applications. The other function used is 
dropout to reduce the parameters of the image to avoid 
redundant features.  

Modified CNN Architecture 

The Convolutional Neural Network architecture is 
constructed for the proposed method to classify the given 
images into prescribed 50 classes. The basic steps used for 
this method are, 

- First, download the data set either online or from the 
repository, and then preprocess the image 

- Then prepare the data for classification by dividing the 
data into training and testing phases. For this model, 80 
percent of the data is selected for training and the 
remaining 20 percent is used for testing. 

- Then construct the CNN architecture using the 
fundamental design to restore the basic model while 
freezing the bottom layer to be suitable for the current 
problem. 

- The model is constructed with building blocks like a 
convolutional layer and a pooling layer. 

- Finally, the Global max-pooling layer is used to classify 
the given image into any of the fifty classes. 

- The whole network is trained with 20 epochs. After the 
20th epoch, there is no improvement in the network. 

The block diagram for the proposed CNN model is given 
in Fig.3 below.  
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Fig.3 Block diagram of CNN model. 

The CNN model is constructed with 3 convolutional 
layers and 3 max-pooling layers to extract the features 
from the given image. The input image is of size 200 x 200 
and the activation function used is the Relu function. 
Batch normalization is used to normalize the values and 
the dropout factor is used to avoid irrelevant features. The 
global max pooling function is used to get compressed 
values from the input layers to the dense layer which acts 
as a fully connected layer. Two dense layers convert the 
features into attributes of the class the input image belongs 
to. The final layer is the classifier which is used to classify 
the images based on the features extracted into 50 different 
classes. The design is briefly explained in the architecture 
of the CNN model. Table 5. shows the architecture of the 
CNN model. 

Table 5: Architecture of the CNN model 

S. No Layer Output size Parameter

1 conv2d_7 (Conv2D) (None, 197, 
197, 64) 

3136 

2 
batch_normalization_6 
(Batch Normalization) 

(None, 197, 
197, 64) 

256 

3 
max_pooling2d_6 
(MaxPooling2D (2x2)) 

(None, 98, 
98, 64) 

0 

4 dropout_8 (Dropout) (None, 98, 
98, 64) 

0 

5 
conv2d_8 (Conv2D) (None, 95, 

95, 64) 
65600 

6 
batch_normalization_7 
(Batch Normalization) 

(None, 95, 
95, 64) 

256 

7 
max_pooling2d_7 
(MaxPooling2D (2x2)) 

(None, 47, 
47, 64) 

0 

8 
dropout_9 (Dropout) (None, 47, 

47, 64) 
0 

9 
conv2d_9 (Conv2D)           (None, 44, 

44, 64) 
65600 

10 
batch_normalization_8 
(Batch Normalization) 

(None, 44, 
44, 64) 

256 

11 
max_pooling2d_8 
(MaxPooling2D (2x2)) 

(None, 22, 
22, 64) 

0 

12 
dropout_10 (Dropout) (None, 22, 

22, 64) 
0 

13 
global_max_pooling2d_2 
(Global pooling) 

(None, 64) 0 

14 dense_4 (Dense) (None, 64) 4160 

15 dropout_11 (Dropout) (None, 64) 0 

16 dense_5 (Dense) (None, 50) 3250 

Total Parameters 142,514 

Trainable 142,130 

Non Trainable 384 

 

The architecture of the CNN model as explained above. 
The total parameters calculated are given as 1, 42,514 
where the trainable parameters are 1, 42,130 and the 
remaining 384 are declared as non-trainable ones. 

5. Experimental results 

The video pool used is collected from the MSVD 
database where the videos are converted into frames. A 
single video contains up to 300 frames and one frame 
belongs to one category. There are 50 categories or actions 
considered for this method and the input image is 
classified into any of the classes. Based on the classes, the 
captions are generated. The accuracy of the RF method is 
calculated by how suitable the captions are generated for 
the frames. For further clarification, performance measures 
are calculated. They are, 

Accuracy 

Accuracy gives the correct prediction of the result. It is 
calculated by the equation (21), 
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ሺ்௉ା்ேሻ

ሺ்௉ାி௉ା்ேାிேሻ
    (21) 

Precision 

It represents how many true positive results are precise. 

்௉

ሺ்௉ାி௉ሻ
          (22) 

Recall 

It is calculated based on the ratio of true positive from sum 
of true positive and false negative. 

்௉

ሺ்௉ାிேሻ
         (23) 

F1-Score 

It uses precision and recall to measure the accuracy of the 
results. 

ሺଶ∗ோ௘௖௔௟௟∗௉௥௘௖௜௦௜௢௡ሻ

ሺோ௘௖௔௟௟ା௉௥௘௖௜௦௜௢௡ሻ
   (24) 

Using the intended value from the formula above, the 
performance measures are calculated and given in Table 5 
below.  True Positive (TP), True Negative (TN), False 
Positive (FP), and False Negative (FN) are the measures 
used for estimation. 

Table 6: Performance evaluation of RF method 

Performance Metrics Values in % 

Accuracy 82.23  

Precision 78.38  

Recall 74.26  

F1-Score 71.15  

The values namely Accuracy, Precision, Recall, and F1-
score are calculated and the accuracy value gives the 
performance of the RF method. 

The chart also shows the performance of the Random 
Forest method where all four values are compared and 
given in Fig.4. 

 

Fig.4 Performance measure of the RF model. 

The CNN architecture is built and the images are used for 
training purposes to classify the images into different fifty 
classes. After the model is trained well, the images are 
tested with this model to find how accurate the prediction 
is given by this model. The performance of this model is 
evaluated using the metrics and a bar chart is constructed 
for accurate comparison of measures like accuracy, 
precision, recall, and F1 score.  

The CNN parameters used are the convolution layer, filters 
used are 64 of size 4 x 4 and 2 x 2, the stride is 2 and the 
dropout factor is given as 0.2. Relu is the activation 
function used with batch normalization and finally, 2 
dense layers are used to filter the features. 

The performance measures of the CNN model are given in 
Table 7. 

Table 6: Performance evaluation of CNN method 

Performance Metrics Values in % 

Accuracy 96.10 

Precision 95.51 

Recall 95.32 

F1-Score 91.08 

The performances of the CNN Model are evaluated using 
Accuracy, Precision, Recall, and F1-Score which are 
explained in the above Table and the diagrammatic 
comparison of the performance measures of the CNN 
Model is shown in Fig. 5. 
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 Fig.5 Performance measure of the CNN model. 

6. Comparative Study 

Comparing both the classification methods namely 
Random forest and CNN architecture for classifying the 
images into 50 different classes where each class is 
assigned unique actions. CNN model performs well by 
showing the highest accuracy of 96.10% compared with 
the RF method which shows accuracy up to 82.23%.  Fig. 
6. Shows the comparative result of both Machine learning 
and CNN model. With this result, it is clear that the deep 
learning method performs well than the machine learning 
techniques used in this method. So the captions generated 
are more suitable when used with the deep learning 
method. The two models are tested with MSVD data set 
and the results are clearly shown in Fig.7. Training and 
testing phases are introduced so the model is sound skilled 
and tested for the images. 

 Fig.6 Comparative result of Random forest and CNN model. 

 Fig. 7. Shows the results of two different models. 

 (a). Result of Machine learning technique (ie. Random Forest) (b). 
Result of CNN. 

From the above picture, figure (a) is the output of the 
machine learning method where the caption is general and 
the figure (b) shows the CNN result predicting an accurate 
caption. 

7. Conclusion 

This paper discussed the automatic generation of 
video captions while playing scenes in the video either 
online or in educational and entertainment media. MSVD 
dataset is utilized to demonstrate the proposed models. The 
videos from the dataset are converted into frames and 
preprocessed where the size is rescaled to standard size. 
The preprocessed images are used for feature extraction in 
the first part and the images are classified using the RF 
method by utilizing the extracted features. The second part 
classifies the images directly after preprocessing using the 
standard CNN method. Both the models are compared and 
finally deep learning model performed more excellently 
than the other model. This model can be further modified 
for audio channeling and future research can be based on 
this novel architecture. 
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