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Summary 
Handwritten text recognition is one of the active research areas 
nowadays. The progress in this field differs in every language. For 
example, the progress in Arabic handwritten text recognition is 
still insignificant and needs more attentions and efforts. One of the 
most important fields in this is Arabic handwritten manuscript text 
recognition which focuses in extracting text from historical 
manuscripts. For eons, ancients used manuscripts to write 
everything. Nowadays, there are millions of manuscripts all 
around the world. There are two main challenges in dealing with 
these manuscripts. The first one is that they are at the risk of 
damage since they are written in primitive materials, the second 
challenge is due to the difference in writing styles, hence most 
people are unable to read these manuscripts easily. Therefore, we 
discuss in this study different papers that are related to this 
important research field. 
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1. Introduction 

Optical Character Recognition (OCR) is an important 
subfield of Computer Vision (CV). In this field, we 
recognize text and encode it into a digital format [1]. We 
can classify text recognition into two main categories, 
namely: online recognition and offline recognition [2]. The 
difference between these two categories is that in online 
recognition the text is being recognized in real time, while 
in offline text recognition the text is being recognized from 
scanned images, whether it is a typed or handwritten text. 
The text can be recognized either as words, or as separated 
characters [2]. OCR systems go by different phases, usually 
the first phase is preprocessing which includes different 
steps. For example, binarization, noise removal, and skew 
correction. 

 
There are many types of text recognition problems 

such as printed text and handwritten text. Handwritten text 
recognition is one of the active research areas because of its 
importance and difficulty, as handwritten styles vary 
depending on different factors, for example, fonts type and 
unique writers’ styles. In order to solve text recognition 

problems, different methods can be used depending on the 
type of the problem and the dataset used. 
 

2. Methodology 

2.1 Searching for Relevant Articles 

In order to gather relevant articles for this research, 
four scientific databases were used for searching: the ACM 
digital library, IEEE Xplore digital library, ScienceDirect, 
and Google Scholar. These databases were chosen because 
of the quality of their publications and the abundance of 
their content in the fields of technology and computer 
science. 

The search for the papers was held in two stages. The 
following keywords were used in the first stage for the first 
experiment: “manuscript”, “Arabic”, “text recognition”, 
“OCR”, “machine learning”, “deep learning”, 
“segmentation”, “classification”, “extract”, “Quran”, 
“CNN”, “handwritten”, and “historical.” While the 
following keywords were used for the second experiment: 
“CRNN”, “hand-written”, “manuscripts”, “YOLO”, 
“YOLOv5”, “object detection”, “text recognition”. 

 

2.2. Inclusion and Exclusion Criteria 

After completing the search for articles related to the 
research topic, some of them were excluded based on some 
criteria. The inclusion criteria that have been identified are 
the relevance of title of the article, its abstract, and the 
language of article (English). 

 

2.3. Data Extraction 

The basic items that were relied upon to extract data 
from scientific papers are shown in Table 1. 
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2.4. Data Analysis 

After extracting the data, it was analyzed using some 
criteria based on the field. For example, if the study was to 
be added under “Text Recognition” section of related 
articles, the most focus was on the parts of the type of 
method, the dataset, and the accuracy in order to compare 
the different papers. On the other hand, if the study was to 
be added under one of the preprocessing sections, most of 
the focus was on the theoretical concepts and mathematical 
equations. 

 
 

Table 1: Data extraction 

 

Item 

 

Description 

 

Title Title of the paper 

Author(s) Author(s) name 

Date Publishing year 

Country Country of authors 

Method(s) Method(s) used in the paper 

Dataset(s) Dataset(s) used in the paper 

Accuracy Accuracy of the result in the paper

Field Field of the paper 

 

3. Results 

The number of scientific articles that were collected 
from the previously mentioned databases reached one 
hundred fifteen, and eight books and theses. Thirty-one 
scientific papers were excluded. Thus, the final number of 
scientific studies is eighty-five. sixty-four were collected 
for the first experiment, and nineteen references were 
collected for the second experiment. The exclusion was 
based on the previously mentioned criteria. 

 
Fig. 1 shows the countries with the number of papers 

that were published from each one of them. It is noticed that 
China is the most popular country for scientific papers 
related to text recognition. 

  

Figure 1: Geographic distribution of the collected studies 

 

Fig. 2 shows that the number of published papers 
increases by years, which indicates that with the 
advancement of time, the interest in this field increases. 
Moreover, two keywords were used to search in 
ScienceDirect database which are “OCR” and “manuscript”, 
Fig. 3 shows the number of publications for each year from 
1997 to 2020, the number of publications clearly increases 
with time which also proves how much the interest of this 
field is increasing. 

 
 

 

Figure 2: Publication year of the collected studies 
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Figure 3: Research interest using “OCR” and “manuscript” keywords 

4. Challenges and Limitations 

There are many historical manuscripts that have not 
been studied and have not been discovered yet. Some of 
them are preserved for fear of losing them. Recognition of 
handwritten manuscripts will help to read millions of 
manuscripts all around the world. It also facilitates the 
access to them and its conversion into a publishable and an 
editable form. 

 
Manuscripts can also be scanned and archived, 

algorithms that process manuscript images have also been 
developed, thus they give better results and high accuracy. 

 
The difficulty is concentrated in the ability to scan 

documents properly because they may be in poor quality 
since papers are usually easily damaged. In addition, in 
historical manuscripts, the passage of time may lead to the 
damage of the manuscripts. Furthermore, among the 
difficulties is the difference in fonts that may cause 
problems in recognizing texts. Regarding Arabic 
manuscripts, the most obvious characteristics of the Arabic 
language is that Arabic scripts are inherently cursive which 
leads to difficulties in segmentation the words. 

5. Comparison and Discussion 

Arabic text recognition has become an interesting field 
for many researchers in the last few years. Moreover, it is a 
challenging task due to the complexity of Arabic writing. 
The texts recognition methods are different from one 
research to another, but the steps that most methods used 
are preprocessing, segmentation, and classification. There 

are some research papers that are concerned with Arabic 
manuscripts text recognition, others are less related but still 
focus in the same research field. In [3, 4, 5], using SVM 
classifier yields the best results. Noticing that using HOG 
and LBP as features extraction algorithms in [3] increased 
the accuracy up to 97.05%. On the other hand, it is shown 
that using CNN, DCNN and DNN, we can accomplish 
features extraction and classification. 

 
In [6], using DNN and DCNN, the resulted accuracy 

was 98%, and the DCNN model was more efficient than the 
DNN. Also, in [7, 8, 9], the authors used CNN which 
resulted a better accuracy in all experiments, where the 
highest accuracy was 98.47% and the lowest one was 
74.29%. Also, it is important to mention that the highest 
accuracy when using K-NN classifier in [4, 5, 10] was 
93.79% and the lowest one was 65.79%. 

 
Looking at another point of view, increasing the data 

and decreasing number of classes improves the accuracy, 
for example, in [11] only ten texts written in the same way 
by one writer were used, thus, the resulted accuracy is 100%, 
this is also clear in the different experiments that were done 
in [7]. Some other methods were also used such as HMM in 
[12, 13, 14], in [14] the achieved accuracy is 72.10%, it also 
showed encouraging results in [12], however, in [13], the 
accuracy was not mentioned, which shows that this filed 
still needs much effort and attention from researchers all 
around the world. In [15, 16] the dataset size was large, 
which led to high accuracy results. Moreover, some papers 
have improved their accuracy by adding improvements to 
the model. In [17] it used man-machine recognition which 
increases the accuracy, and in [18] the text was manually 
inserted to the system in a line-by-line basis. 

 
On the other hand, in [19] the accuracy increases when 

lexicons were used, despite that, using lexicons has a 
drawback, which is that if the word does not exist in the 
lexicon, the model will not be able to recognize it. The 
highest accuracy of previous papers was in [17] with a value 
of 99.0% when using the man-machine recognition. And the 
lowest accuracy was in [15] with a value of 78.2% in IIIT5K 
dataset when the lexicon was not used. 

 
To wrap up, in this section we made a systematic 

review of the different collected references in this research. 
This includes making different statistics, analysis and plots. 
In addition, we discussed different related works in the 
specific field of Arabic handwritten manuscripts text 
recognition, and some other papers that focus on the Arabic 
handwritten text in general. In these papers, different 
approaches were used, such as LBP, GF and HOG for 
features extraction [4, 3], and SVM and K-NN for 
classification [3, 20]. Also, Deep Learning approaches may 
be used for both features extraction and classification at the 
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same time, such as DCNN and CNN [7, 8, 9]. Results vary 
depending on different factors, for example, the complexity 
of the dataset, the used approaches, and the amount of the 
data used for training. 

6. Conclusion and Future Work 

In this study, we made a systematic review of different 
papers related to the field of Arabic handwritten 
manuscripts text recognition. We presented the 
methodology of extracting, filtering, and analyzing the 
papers. Moreover, we made a comparison and discussion of 
exiting work in the field. We noticed that the progress in 
this field is still slow and need more efforts and attentions 
from the researches all around the world. 

As a future work, we aim to increase the number of 
collected papers and add more factors in the analysis phase, 
as well as discussing them in more details. 
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