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Abstract 
Cyberbullying drastically increased with increase of 
Internet and Social media networks from the  last one 
decade. The various forms of bullying increasing with 
increase of smart phones . Now a days bullies are targeting 
the victims not only through the text , but they may also 
send images, videos, graphics, emojis . In this paper, we 
compared various types of deep learning architectures for 
cyberbullying detection on multi-modal data . This 
approach  able to handle bullying detection for text and 
image combinational data. We mainly focused to extract 
image features embeddings using advance architectures 
such as Inception,VGG19, ResNet, Xception, MobileNet, 
Desnet and EfficentNet. We used RoBERTa deep learning 
architecture to generate word embeddings from the text data. 
We used various machine    learning  classifiers such as 
Logistic regression(LR), XGBoost(XG), LightGBM(GBM), 
Decision Tree(DT), Bernoulli Navie Bayes(BNB) and    
Gaussian Navie Bayes(GNB) to classify bullying and non-
bullying tweets. The experiments conducted on 2100 
samples of combined data of text and image. The Xception 
and  LightGBM classifier combination performed well as 
compared to other combination of deep learning networks 
and classifiers. 
Keywords: 
Cyberbullying, Social Networks, Natural Language Processing, 
RoBERTa, EfficientNet.  

 
1. Introduction 
 

Social media networks are great platforms to share 
ideas, opinions, and express feelings to others in this digital 
era. Netizens use different forms of data such as text, 
images, audio, and videos while they share ideas or express 
feelings. Online harassment and abuse have been increasing 
with the increase of these technologies, social media, and 
smart devices. Online harassment, abuse, online aggressive 
behavior commonly referred to as cyberbullying [1]. A 
study has been conducted over 2000 school students of age 
between 12 and 18 years. The reports says that 11% of them 
bullied at least one time [2]. According to, United States 
National Crime Prevention council [3], the cyberbullying is 
defined as the use of digital devices to send abusive text or 

images to denigrate others. Adding on, it includes sending 
offensive gossip or spreading rumors about a target person 
in the social media. A recent study [4] found that 43% of 
the teenagers in the United States are victims of 
cyberbullying. Cyberbullying is more persistent by 
targeting the individual at a large network of people in 
social media which can eventually lead to several problems 
such as mental and psychological. Some of the victims face 
depression, sadness, loneliness, health degradation [5]. 
 
         Cyberbullying challenges are increasing with multi-
media technologies. Earlier most of the bullying activities 
happened through text messages. Now a days, bullies can 
send images, graphics, audio and videos with handy digital 
devices. Netizens have full freedom to send messages in 
social media. Short form of the messages and spelling 
corrections are challenges in the identification of bullying 
messages. Bullies use images to target the victims by 
sending ugly expressions, animals, or embarrassing images. 
Some cases they use combinational of both text and images 
for bullying. Most of the research works conducted with 
text data only for cyberbullying detection. Very few studies 
have been conducted with only image data and multi-modal 
data. In this paper, we have demonstrated the performance 
comparison of state-of-the-art deep learning architectures 
for cyberbullying detection on multimodal data. 

The rest of the paper is organized as follows. Section 
2 describes related works in cyberbullying detection. 
Section 3 outlines the workflow of cyberbullying detection. 
Section 4 discusses datasets and experimental results. 
Section 5 represents conclusion and future work. 
 
2. Literature Review 
 

Yong Fong et al. [6], proposed bi-directional gated 
recurrent unit (Bi-GRU) with self-attention mechanism. 
The self-attention mechanism helped to extract the weight 
of the words from each sentence to increase the 
classification accuracy. I.J Sheeba et al. [7], proposed 
unsupervised hybrid approach called Unsupervised 
Cyberbullying Detection (UCD) for cyberbullying 
detection for Instagram social network data. The hybrid 
method can extract linguistic features such as sarcasm, 
irony, idioms. Kiriti kumari et al. [8], proposed deep 
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learning model for cyberbullying detection to classify 
textual comments into three categories on multi-modal data 
(Aggressive, moderate aggressive, non-aggressive). The 
bullying data consists of both text messages and images. 
The model was built with two deep learning architectures to 
handle text and image data. They applied Binary particle 
swarm optimization (BPSO) to select the best features. 
Sayantha Paul and Sriparna Saha [9] presented a unique 
application of Bidirectional Encoder Representations from 
Transformers (BERT) for cyberbullying detection. The 
proposed application achieves a better f1-score compared to 
stare of the art methods for classification task on three 
different datasets. Tripati et al. [10], proposed fine tune 
model of A Light Bidirectional Encoder Representations 
from Transformers (ALBERT) for cyberbullying analysis. 
The proposed fine-tuned model achieves f1-score 95% on 
real time datasets. Lu Cheng et al. [11], studied the 
problems of cyberbullying detection on multi-modal of 
social media. They proposed a novel framework called 
XBully to identify bullying for multi-modal data. Harsh 
Dani et al. [12], developed a learning framework to identify 
bullying messages automatically. They proposed leverage 
sentiment information for cyberbullying detection. Devin 
Soni and Vivek Singh [13] reported that audio and video 
features are significantly responsible for cyberbullying 
occurrence. They considered audio features like several 
words, sentiment of the spoken content, balance of voice 
and loudness for audio analysis. They considered visual 
features like number of faces, length of the visual text, scene 
labels for visual analysis. Vimal Balakrishnan and Hamid 
Arabnia[14] study deals with cyberbullying detection using 
psychological features including personalities, sentiment, 
motion . They took Big Five and Dark Traid models for 
psychology and used different machine learning classifiers 
like Navie Bayes, Random Forest, J48 to classify the tweets 
into four categories: normal, spammer, aggressor, and bully. 
Hendro Margano et al. [15], analyses bullying word on 
Twitter for Indonesian language. They identified “bangsat” 
and “anging” are the most frequently used terms for 
bullying in Indonesian Twitter. They used Association Rule 
and FP-growth algorithm to find the pattern between the 
words. Maral dadvar et.al.[16], considers that gender 
feature for identification of bullying. They used support 
vector machine learning algorithm as a classification of 
bullying and non-bullying messages. Fan Yang et al. [17], 
explore the challenge of identification of hate speech for 
multi-modal data. They present a fusion approach to 
integrate text and images. Kiriti kumari et al. [18], extracted 
features from text and images for cyberbullying detection. 
They used VGG16 pretrained network to extract the image 
features and convolution neural network to extract the 
features from text. They used genetic algorithms to identify 
the best features from combined text and image features.  

 
 

3. Workflow of multimodal based bullying detection 
 

In this section, we have presented our selected 
framework [36] for cyberbullying detection as illustrated in 
Fig 1. In the following subsections we describe each 
component in detail. 

 
 
 

 
 

Fig 1: Workflow of the proposed Framework. 

 
There are a number of different teaching systems that 

exist in different countries. The most popular system is the 
traditional face-to-face teaching system. In this traditional 
system [11,12], all the courses are taught in classes with 
personal contact. Classes that need practical skills benefit 
very much from the system where the students are allowed 
to attend classes and labs physically and get direct guidance 
from instructors.  
On the other hand, distance learning (or online learning) 
[13,14,15,16,17,18,19,20] started as another way of 
teaching which offers new opportunities to people who 
cannot attend classes physically.  
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A. Data collection: 

The experimental dataset is a multi-modal dataset 
created by Kiriti Kumari et al. [18]. It is a multi-modal 
dataset which is a combination of text data and image data. 
Totally, 2100 samples are used for all experiments. Every 
record in the dataset is a combination of two fields, namely 
image and text. Table 1   shows the summary of the dataset. 

 
Table 1: summary of the dataset 

 

Margin Text data 
Image 
data 

Combined 
Text+ 
Image 

Non-
Bullying 1216 1636 1481 

Bullying 884 464 619 

Total 2100 2100 2100 

 
B. Feature extraction Techniques: 
Pretrained Word Embeddings: 
In this section, we discussed various pre trained 
architectures used to extract the features from multi-modal 
input data. We applied from basic to advance pre-trained 
deep learning architectures such as Inception to Efficient 
Net to extract the images features and Roberta is used to 
extract the text features. 
 

 
  

Fig 2: Architecture of VGG19 network. [19] 

Visual Geometry Group (VGG): 
The field of image recognition rapidly gained 

significance with the invention of convolution neural 
networks proposed by Simonian and Zisserman et al. [19]. 
They proposed a elegant design for CNN architecture 
named Visual Geometry Group. It was made with 16 layers 
deep compared to previous image architectures ZfNet[20] 
and Alex net[21].  ZfNet showed that small size filter 
improves the performance of the architectures in ILSVRC 
competition. Based on these findings, VGG replaced with 
large filters like 11x11 and 5x5 to 3x3. This low filter size 
technique reduces the computational complexity in the 
network training by decreasing hyperparameters. VGG 
network proved with results in both for localization and 
classification problems in images. The drawback of the 
VGG network is to train more than one billion parameter 
training, which makes the network expensive. Fig 2 shows 
the basic architecture of VGG. 
 
Inception: 

In the year 2014, Szeged C et al. [22], proposed a novel 
network with deeper convolutions called Google Net. They 
introduced the concept of inception block in CNN, it 
incorporates convolutional transformations using split, 
transform. In this network, the convolutional layers are 
replaced by small blocks. These blocks are able to capture 
spatial information like the traditional filters of different 
sizes used in convolution layers (1x1,3x3, and 5x5) .  
 

 
Fig 3:  Basic architecture of Inception Block.[22] 

 
The concept of split, transform and merge in Google Net 
helps to address the problem of images of different 
resolutions. Google Net decreases the computations by 
adding a layer of 1x1 filter. It uses sparse connections to 
avoid redundant information and eliminates irrelevant 
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features. Global average pooling reduces the connection 
density at the last layer before connecting to the fully 
connected layer. These tunings in the parameters makes a 
rapid decrease in the number of parameters from 139 
million to 5 million parameters. Fig.3 shows the 
architecture of the inception block.  
 
ResNet: 

He et al. [23], proposed 152 layers deep CNN, which 
was the winner of 2015-ILSVRC competition. ResNet is 8X 
deeper than previous architectures like VGG. The error rate 
decreased to 3.57% on the ImageNet dataset. They designed 
various types of ResNet architectures based on the layers 
from minimum to 34 to maximum 1202. The most well 
know architecture is ResNet50, which is 49 convolutions 
layers depth and finally connected a single FC layer. The 
innovative concept is used in ResNet by bypassing the 
pathway concept as shown in the Fig.4. Fig5 shows the 
fundamental block diagram of ResNet which consists of a 
conventional feed forward network plus a residual 
connection. The residual output is xl, mathematically 
represented as in Equation-1. 
 
      Xl = F( xl -1) +  xl  -1.                                      (1) 
    Xl  -1  ----   preceding layer output. 
    F(xl  -1) -----  before applying activation function. 
 
 

 
                   Fig 4: Residual Block in ResNet. [23] 
Xception: 
 

Francois Chollet [24] proposed a novel deep 
convolution neural network inspired by Inception 
architecture called Exception. Exception drastically 
reduced the complexity by exchanging a single dimension 
(3x3) followed by a 1x1 convolution. Decoupling and 
feature-map channel correlations makes the Exception 
network computationally efficient. Table 2 and Table 3 

shows results of Exception architecture on ImageNet 
dataset and JST dataset. 
 

 

Fig 5: Basic Block diagram of ResNet.[23] 

Xception: 
 

Francois Chollet [24] proposed a novel deep 
convolution neural network inspired by Inception 
architecture called Exception. Exception drastically 
reduced the complexity by exchanging a single dimension 
(3x3) followed by a 1x1 convolution. Decoupling and 
feature-map channel correlations makes the Exception 
network computationally efficient. Table 2 and Table 3 
shows results of Exception architecture on ImageNet 
dataset and JST dataset. 
 

 
 
 
 
 
 



IJCSNS International Journal of Computer Science and Network Security, VOL.22 No.11, November 2022 

 

685

 

 
 

Table 2: Classification performance comparison on 
ImageNet dataset [24] 

 

 Top-1 accuracy  Top-5 accuracy 

VGG-16 0.715 0.901 
ResNet-152 0.770 0.933 

Inception V3 0.782 0.941 
Xception 0.790 0,945 

 
 

 FastEval14K MAP100 

Inception V3- no FC Layers 6.36 
Xception -no FC layers 6.70 

Inception V3 with FC layers 6.50 
Xception with FC layers 6.78 

 
Table 3: Classification performance comparison on JFT 

dataset [24] 
Mobile Net: 
Andrew Howard et.al [25], presented an efficient model 
called Mobile Nets for computer vision and mobile 
applications. This architecture works based depth wise 
separable convolutions to build light weight deep neural 
networks. Depth wise separable convolution are made  up  
of  two layers: depth wise convolutions and pointwise 
convolutions. We use depth wise convolutions to apply a 
single filter to each input channel (input depth).  Pointwise 
convolution, asimple1×1convolution, is then used to create 
a linear com-bination of the output of the depth wise layer. 
Mobile Net uses 3x3 depth wise separable convolutions 
which uses between 8 to 9 times less computation than 
standard convolutions. Table 4 shows Mobile Net body 
structure. 

Type/Stride Filter Shape Input Size 
Conv/s2 3x3x3x 32 224 x 224 x3 
Conv dw/sl 3 x 3 x 32 dw 112 x 112 x 32 
Conv/sl 1 x 1 x 32 x 61 112 x 112 x 32 
Conv dw/s2 3 x 3 x 64 dw 112 x 112 x 64 
Conv/s1 1x1 x 64 x 128 56 x 56 x 64 
Cony dw/sl 3 x 3 x 128 dw 56 x 56 x 128 
Conv/sl 1 x 1 x 128 x 128 56 x 56 x 128 
Conv dw/s2 3 x 3 x 128 dw 56 x 56 x 128 
Conv/s1 1 x 1 x 128 x 256 28 x 28 x 128 
Cony dw/sl 3 x 3 x 256 dw 28 x 28 x 128 
Conv/sl 1 x 1 x 256 x 512 28 x 28 x 128 
Conv dw/s2 3 x 3 x 256 dw 28 x 28 x 128 
Conv/s1 1 x 1 x 256 x 512 14 x 14 x 256 
5 * Cony dw/sl 
Conv/sl 

3 x 3 x 512 dw 14 x 14 x 512 
1 x 1 x 512 x 512 14 x 14 x 512 

Conv dw/s2 3 x 3 x 512 dw 14 x 14 x 512 
Conv/s1 1 x 1 x 512 x 1024 7 x 7 x 512 

Conv dw/s2 3 x 3 x 1024 dw 7 x 7 x 1024 
Conv/s1 1 x 1 x 1024x 1024 7 x 7 x 1024 
Avg Pool/st Pool 7 x 7 7 x 7 x 1024 
FC/sl 1024 x 1000 1 x 1 x 1024 
Softmax /SL Classifier 1 x 1 x 1000 

Table-4: Mobile Net Body structure.[25] 
 
Dense Net: 
Gao Huang et.al [26], introduced Dense convolution 
network (Dense Net). It uses feed forward fashion by 
connecting each layer to every each other layer in the 
network. It reduces the number of connections of n*(n+1)/2 
of traditional convolution networks. Dense Net architecture 
reduces the vanishing grading problem and strengthens the 
feature propagation for the next input layers. Dense Net 
architecture evaluated on highly competitive benchmark 
datasets (ImageNet, SVHR, CIFAR-10, CIFAR-100). Fig 6 
shows the basic architecture of Dense Net block. 

 

Fig 6:  A 5-layer dense block [26] 

EfficentNet: 
Ming xing Tan and Quoc V. Le [27] proposed a new 

scaling method to scale up CNNs in well-structured manner. 
To demonstrate scaling method applied on Mobile Nets and 
ResNet. They use neural architecture search to design a new 
baseline network and scale it up to obtain family of models 
named as Efficient Net which performs much better 
efficiency and accuracy than previous convolution 
networks. The base EfficientNetB0 network is based on 
inverted residual blocks of MobileNetV2. The EfficientNet-
B7 achieves 84.3% accuracy on ImageNet with less number 
parameters as compared to other networks as shown in Fig 
7. 
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Fig 7: Model size vs ImageNet Accuracy [27]. 
 
 
RoBERTa: 
BERT [28] (Bidirectional Encoder Representations from 
Transformers) architecture has bought a significant change 
in the Natural language processing tasks.  Roberta [29] is an 
optimized method for BERT, produces excellent results as 
compared to state-of-art methods. It builds on BERT’s 
masking strategy by modifying hyperparameters of BERT’s 
such as next sentence pretraining objective. Roberta beats 
over the standard dataset like MNLI, QNLI, RTE, STS-B, 
and RACE as shown in table-5. We have selected Roberta 
architecture for computing the text features since it was 
demonstrated in [35] as Roberta is best choice to extract text 
feature embeddings for cyberbullying detection data. 
 

Our reimplementation (with NSP loss): 
Model  Segment-

Pair 
Sentence-Pair 

Squad 1.1/2.0 90.4/74.7 88.7/76.2 
MNLI-m 84.0 82.9 
SST-2 92.9 82.9 
RACE 64.2 63.0 
Our reimplementation (without NSP loss): 
Full-Sentence Full-

Sentence 
Doc-Sentence 

Squad 1.1/2.0 90.6/79.7 90.6/79.7 
MNLI-m 84.7 84.7 
SST-2 92.7 92.7 
RACE 65.6 65.6 
 Bertbase Xlnet 

Base  
(K = 7) 

Xlnet 
Base  
(K = 6) 

Squad 1.1/2.0 88.5/76.3 -/81.3 -/81.0 
MNLI-m 84.3 85.8 85.6 
SST-2 92.8 92.7 93.4 

RACE 64.3 66.1 66.1 
 

Table 5 : RoBERTa performance over the benchmark 
datasets [29]. 

 
Machine Learning Classifier’s: 
In this section, we discussed a brief introduction about 
classifiers used for classification of bullying and non-
bulling tweets. We used three different families of 
classifiers. 1) Regression family 2) Decision Tree family 3) 
Navie Bayes family. 
Logistic Regression: 
Logistic regression [30] is a powerful machine learning 
classifier for binary classification tasks. It used a logistic 
function called sigmoid function. The range of sigmoid 
functions is between 0 to 1. The equation-2 shows the 
sigmoid function. Fig-8 shows the logistic regression. 
 

                     F(x) =   
ଵ

ଵା௘^௫
                                             (2) 

 

 
Fig 8: Logistic Regression. 

 
Tree Classifiers (Decision Tree, XGBoost and LightGBM): 
Decision tree classifier is the most well-known classifier 
algorithm and widely used for inductive learning method. 
The information entropy concept is used for labelled 
training data. Tianqi Chen and Carlos Guestrin[31] propose 
a novel sparsity-aware algorithm for sparse data weighted 
quantile sketch for tree learning. XGBoost (Extreme 
Gradient Boosting) prevents overfitting and handles 
missing values automatically. It computes faster due to 
parallel processing technique. LightGBM[32] is the best 
boosting algorithm for many classifications tasks. It 
performs better compared to CatBoost and XGBoost[33]. 
 
Bayes classifiers: 

Navie Bayes [34] one of the most efficient inductive 
learning algorithms, especially for social media studies. NB 
classifiers works based on Bayes theorem as shown in 
equation 3. We used two classifiers from Navie Bayes 
family. 1) Bernoulli Navie Bayes and 2) Gaussian Naïve 
Bayes. 
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                     P(A/B) =  
௉ሺ

ಳ
ಲ
ሻ௉ሺ஺ሻ

௉ሺ஻ሻ
                                       (3)       

 4 Experimental Results:    

The following section presents the experimental 
methodology, metrics employed for evaluation and the 
respective outcomes. The experiments are implemented in 
Python using packages such as Numpy, Pandas, matplotlib, 
Scikit-Learn, LightGBM, and Tensorflow in Linux 
operating system. The methods were run on an Intel i7 8th 
Gen 12core CPU processor and Nvidia Max-Q 1070 32GB 
RAM. 
 
Evaluation metrics 
To evaluate the performance of cyberbullying detection 
with each of the selected image features and classifiers, the 
evaluation metrics such as precision, recall, f1-score are 
considered.  
 
The precision is defined as the ratio of correct predictions 
as bullying to total number of predictions as bullying and is 
calculated as given in Eq. (4). 

                            P =  
஼

஼ା஻
                      (4) 

      where C indicates the number of correct predictions as 
bullying, B indicates the number non-bullying classes that 
are incorrectly classified as bullying. 
The recall is defined as the ratio of correct predictions as 
bullying to the total number of actual bullying classes and 
is given the Eq. (5) 

             R =
஼

஼ାே஻
                               (5) 

where NB refers to the total no of instances actual bullying 
classes wrongly predicted as non-bullying 
f1-score is the weighted average of recall and precision and 
is computed as given in Eq. (6)  
 
            f1-score = 2 

௉∗ோ

ሺ௉ାோሻ
        (6) 

We extracted text and image features from the respective 
pretrained architectures mentioned in section 3. Each 
network is involved in training with parameters from input 
to image to fully connected layer. Table6 shows the input 
image size, number of trainable parameters and non-
trainable parameters and feature vector generated by each 
architecture. Finally, it generates 1- dimensional feature 
vector from the images for each architecture. Parallelly, 
another 1-dimentional vector is generated from RoBERTa 
architecture for text samples of 2100 captions for each 
image. We concatenated the features of 1-d image feature 
vector and text feature vector. The combined features 
supplied to machine learning classifiers to classify bullying 
or not. 
    
 
 

Table 6: Parameters used in the Architectures. 
 
 
 

 
 
 
 

 
Fig. 9 a) Recall score of bullying class. 
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                           Fig. 9 b) F1-score of bullying class. 

 

 
                  Fig. 9c) Weighted f1-score of bullying class. 
 

ROC Curve Analysis: 
ROC curve is one of the best classification metric for binary 
classification tasks. On x-axis, False Positive Rate(FPR) 
and y-axis True Positive Rate(TPR) is represented. The area 
covered by the curves indicates performance of the models. 
We also noticed that  ROC(receiver operating characteristic) 
curve for Xception pretrained architecture. Fig 10 shows the 
ROC curve of six classifiers of Xception. LightGBM 
covered large area as compared to other classifiers, which 
clearly indicates, less number of mis-classifications with the 
combination of Xception architecture and LightGBM 
classifier. 
 

 
Fig. 10 ROC curve for Xception architecture. 

 

5. Conclusion: 

Data sharing in social medial networks not limited to 
text, people are interested to share multi-modal data. It’s 
difficult to prevent cyberbullying content for multi-modal 
data. We conducted experiments with advanced deep 
learning architectures like Xception and Efficient Net and 
state of the art classifiers like LightGBM. We noticed that 
LightGBM and XGBoost gave better performance with 
weighted f1-score of 78% with Xception architecture as 
combination in all the cases. As part of the future work, we 
are exploring to work on cyberbullying detection using 
other multi-modal data such as audio and video. 
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