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Summary 
Because of the significant role that harakat plays in Arabic text, 
this paper used deep learning to extract Arabic text with its harakat 
from an image. Convolutional neural networks and recurrent 
neural network algorithms were applied to the dataset, which 
contained 110 images, each representing one word. The results 
showed the ability to extract some letters with harakat. 
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1. Introduction 

With the progression of technology, text tools are now 
being utilized for different purposes, such as to guide users 
via devices that read text, translate text into other languages, 
and recognize car license plates to record violations. Optical 
character recognition (OCR) is one of the tools that extracts 
text (data) automatically from images, such as newspapers, 
magazines, and documents [1], [2],[3]. The text on an image 
can be handwritten or digital, but each has its own 
challenges. Originally, OCR relied on a procedure called 
word/character segmentation to detect text in an image, 
which required developed diversity algorithms that depend 
on the writing style of the selected language characters [4], 
[5]. 

One of the languages found most in source documents 
worldwide is Arabic, which is used as a formal language in 
25 countries and in writing by more than 250 million people. 
As shown in Table. 1, the Arabic alphabet has 28 letters, 
which take different forms depending on their position (i.e., 
beginning, middle, and end), and they are written from right 
to left. It also uses some diacritics, such as harakat. Harakat 
are the short vowel marks that consists of four forms: fatha, 
damma, kasra, and sukun, as shown in Table. 2.The fatḥa is 
a small diagonal line placed above a letter ( َ◌), and 
represents a short /a/. The kasra is a small diagonal 
line below a letter ( ِ◌), and represents a short /i/. 
The ḍamma is a small curl-like diacritic placed above a 
letter ( ُ◌), and represents a short /u/. The sukun is a circle-
shaped diacritic placed above a letter ( ْ◌), and indicates that 
the consonant to which it is attached is not followed by a 
vowel [6],[7]. 

Automatic text extraction of Arabic presents some 
challenges due to the natural method of writing letters, as 
well as existing diacritics [4],[8],[9].  

Table 1: Arabic letter shapes 

 
Table 2: Letter “ba” with four forms of harakat 

One of the consequences of these challenges is lower 
extraction accuracy [1]. Recently, many researchers applied 
deep learning to increase the efficiency and accuracy of 
Arabic text extraction from images that contain text with 
harakat [1], [2], [10]. They used the convolutional neural 
network (CNN) algorithm [11], as well as the recurrent 
neural network (RNN) algorithm [12] to solve both the 
exploding gradient and the vanishing gradient problems, 
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which occur when the internal weight values in the hidden 
layers are either greater than one or fade to zero [1], [10]. 
CNN is a multi-layered feed-forward unsupervised neural 
network designed to extract image features without 
concerns about feature selection problems. RNNs are a type 
of artificial neural network in which the output from the 
previous step is used as input in the current phase [13].  
CNN can learn to categorize a sentence, a paragraph or an 
image, while RNNs are excellent at predicting what follows 
next in a sequence.[1], [10].  

 
In [1], the dataset was based on the Holy Quran 

(Mushaf Al-Madinah), every line of which was divided into 
three datasets: normal (containing signs), clean (no marks 
or dots), and hybrid. The accuracy was tested, and the 
results show that the character recognition rate (CRR) was 
99% and the word recognition rate (WRR) was 95%. 
In [2], the objective was to train a model with five diverse 
types of datasets, each containing digital Arabic text in 
different font types. The result shows good CRR in most 
testing scenarios, above 97%, but the WRR accuracy must 
be enhanced, as it was above 85%. 
The researchers in [10] considered the different 
characteristics of the Arabic text, such as font size, 
background color, image noise, lighting, and orientation, of 
the Arabic text. The images in the dataset were from video 
and natural scenes. Because of the variety of image 
properties, the CRR and WRR were low, at 75.05% and 
39.43%, respectively. 

All existing applications and researchers focused on 
working with images that contain text with harakat, and 
they tried to measure the accuracy of extracting text without 
harakat. Harakat is particularly important in the Arabic 
language, as it signifies both vowels and consonants. In fact, 
a single character in a word can have four to five different 
pronunciations depending on the associated harakat mark 
[14],[15],[16][17]. Therefore, it is essential that Arabic 
diacritical marks exist. Thus, this paper applied a neural 
network to extract Arabic words with harakat from an image 
using both the CNN and RNN algorithms. 

The remainder of this paper is organized as follows: 
Section 2 describes the methodology of this work. In 
Section 3, the results are discussed. Finally, this paper 
concludes with a summary and future work in Section 4. 

2. Method 

The methodology section is divided into three stages. 
The first stage explains how the dataset was prepared, 
whereas the second stage shows the implementation of the 
model. The training images in the model are presented in 
the third stage. 

2.1 Dataset Preparation 

This research built its dataset from scratch due to the 
unavailability of data with the required characteristics. 
Therefore, data for 110 images was created, with some 
constraints on the content of the photos, as follows: 

 Each image has a single word and associated 
harakat. 

 The dimensions of the image are width = 100 px 
and height = 70 px. 

 Images do not have noise. 
 The images are saved with the “.PNG” extension. 
 The background color of the images was white for 

uniformity. 
 The text in the images share the same padding. 
 All the text in all images share the same orientation. 
 All the text in all images differ. However, if the 

word shape is the same, the harakat differs. 
 The text has the same color (black). 
 The text font is Arial. 
 The text size is 28. 
Fig.1 illustrates all constraints of the image. In addition, 

this dataset can be accessed through the internet [18]. 
Images were created manually. The PowerPoint program 
was used to write the text, while the Excel program checked 
the dedicated words. In addition, the Snipping tool saved 
the text as images, and image resizing to fixed dimensions 
was done using an online site (named iloveimg [19]). 
After all images were created, they were collected in one 
folder. In addition, each image’s name was used as a label 
to compare with the prediction words. Therefore, the 
technique or method of using the table for comparison was 
not needed. 

According to this work, the above dataset was created 
to identify harakat. Nevertheless, it can be used to test the 
efficiency of pre-processing (harakat removal); adding 
specific effects, such as noise; changing the background, 
e.g., to examine different accuracies; or evaluate the 
segmentation process. 
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Fig.1: Image constraints  

 

Fig. 2: Overview of model steps 

 

Fig. 3: Research model 

2.2 Design the Model 

This research followed the same steps used in [1], as 
shown in Fig. 2. The first step is to determine how many 
hidden layers should be used in the CNN based on the result 
achieved in [1], this paper used two convolutional layers 
with a window of 16 pixels and two max pooling operations 
with a window of 4 pixels.  

Then, in a second step, the Gated Recurrent Unit 
(GRU)[20], a special type of RNN was selected, as it the 
work in research [1] showed that using the GRU was better 
than the Long Short Term Memory (LSTM) )[21]. LSTM is 
a special type of RNN capable of learning long term 
sequences.  GRU uses less training parameter, less memory 
and executes faster than LSTM whereas LSTM is more 
accurate on a larger dataset).  
In the third step, connectionist temporal classification 
(CTC) was used to fix the neural weight automatically 
[1],[22]. Fig. 3 summarizes these steps. 
 

2.3 Implementation 

A similar OCR model was available on Keras’ site [23]. 
However, the used dataset contained images of English 
characters. In addition, each data had the same label size. 
Therefore, two changes were applied to Keras’ code. The 
first change was to adapt various image label lengths. 
Meanwhile, the second change was to modify the code’s 
model to be compatible with the model proposed in this 
research. 
 

Table 3: Layers and parameters of the model 
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2.4 Training the Data 

The dataset contained 110 images, 80% of which were 
divided for training, 10% for validation, and 10% for testing. 
The CRR and WRR were used to compute the extraction 
accuracy. The CRR counts the number of correctly 
recognized characters for each word, while the WRR counts 
the number of correct words. The CRR and WRR Eq.1 and 
Eq.2 are as follows, where the L notations represent all 
incorrect letters found in all prediction words: 
 

                                                                       (1)                                                                                       
                                                             

                                                                (2)                                                                                                                              

 

                                                                                                                                                              
In this research, the CRR calculated whether the harakat 
was correctly recognized in addition to the letters, and this 
changed the formal CRR equation slightly, see Eq.3, where 
the H notation refers to the incorrect recognition of harakat: 

 
                                                                                                                                                        

                                    (3)
  
3.  Results and Discussion  
 

Despite the small dataset size, this research showed the 
ability of the NN to recognize Arabic words and extract 
some letters with harakat. For example, each time the 
proposed model was fed with 88 images for training and 10 
images for validation, the testing dataset results were 
similar. 

 Most correct predictions of letters and harakat were of 
the first and last of the word, as shown in Table. 4. The 
proper recognition of middle letters might occur because 
some word images had similar data that was already trained 
previously in the model (see Table. 5). Table. 6 shows some 
ambiguity in the text recognition, such as confusion 
between dots and harakat. The CRR of the 12 images in the 
test dataset was approximately 32.5%, whereas the WRR 
was 0%. Table. 7 illustrates how these computations were 
calculated in detail.  

 
The CRR calculation not only considered the correct 

letters, but it also calculated the correct harakat, which is 
why its percentage was around the thirds. Yet, the 
prediction of characters’ words sometimes produces an 
unknown (UNK) value. 

In addition, this research manipulated the parameters 
of the proposed model to emphasize the CRR and WRR 
results. The exchange between the GRU and LSTM types 
in the RNN stage did not change the result significantly. 
When the epoch value was raised, most prediction words 
with 700 epochs were far away from the actual words. 

Furthermore, the loss value was around 0.15. Meanwhile, 
with 1,000 epochs, the outputs enhanced the loss value to 
nearly 0.02.  

4. Conclusion  

Extracting the harakat (the damma, fatha, kasra, and 
sukun) is as important as extracting the Arabic letters. In 
this research, a dataset was collected manually, and the 
CNN followed by RNN algorithms were used to extract 
Arabic text with harakat from image. The result of the OCR 
model was promising, as some letters were recognized 
along with their harakat. In addition, some words with 
similar letters and different vowels were identified. As 
future work, this research suggests enhancing the dataset 
volume by increasing the number of training data images. 

Table 4: Example of the ability to recognize first and last characters 

 
 

Table 5: Example of the ability to recognize middle characters 

 

Table 6: Example of the ability to recognize with confusion 

 

Table 7: Words’ images from the test dataset with the CRR and WRR 
results 
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