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Summary 
This study is situated in the context of intelligent transport 
systems, where in-vehicle devices assist drivers to avoid 
accidents and therefore improve road safety. The vehicles present 
in a given area form an ad' hoc network of vehicles called 
vehicular ad' hoc network. In this type of network, the nodes are 
mobile vehicles and the messages exchanged are messages to 
warn about obstacles that may hinder the correct driving. Node 
mobilities make it impossible for inter-node communication to be 
end-to-end. Recognizing this characteristic has led to 
delay-tolerant vehicular networks. Embedded devices have small 
buffers (memory) to hold messages that a node needs to transmit 
when no other node is within its visibility range for transmission. 
The performance of a vehicular delay-tolerant network is closely 
tied to the successful management of the nodes' transit buffer. In 
this paper, we propose a message transit buffer management 
model for nodes in vehicular delay tolerant networks. This model 
consists in setting up, on the one hand, a policy of dropping 
messages from the buffer when the buffer is full and must receive 
a new message. This drop policy is based on the concept of 
intermediate node to destination, queues and priority class of 
service. It is also based on the properties of the message (size, 
weight, number of hops, number of replications, remaining 
time-to-live, etc.). On the other hand, the model defines the 
policy for selecting the message to be transmitted. The proposed 
model was evaluated with the ONE opportunistic network 
simulator based on a 4000m x 4000m area of downtown Bouaké 
in Côte d'Ivoire. The map data were imported using the Open 
Street Map tool. The results obtained show that our model 
improves the delivery ratio of security alert messages, reduces 
their delivery delay and network overload compared to the 
existing model. This improvement in communication within a 
network of vehicles can contribute to the improvement of road 
safety. 
Keywords: 
Vehicular delay-tolerant networks, Transit buffer, Buffer 
management models, Security alert message  

1. Introduction 

Road accidents are becoming more and more frequent 
in the world. They result in numerous deaths and 
enormous material damage. According to the WHO (World 
Health Organization) report, road accidents cause an 
average of 1.24 million deaths per year worldwide [1]. 

These disastrous consequences of road traffic accidents 
have very important socio-economic impacts on 
development, due to a loss in productivity and income. 
Indeed, it is the youngest and most economically 
productive population that is most affected by road traffic 
accidents.  

In order to remedy these serious consequences of road 
accidents, researchers have developed Intelligent 
Transportation Systems (ITS) [2]. ITS are composed of 
sensors, communication devices, etc., which allow nodes 
to detect situations that may cause accidents and alert 
drivers. In the context of vehicular communication, these 
ITS devices are embedded in vehicles. Vehicular Ad-Hoc 
Networks (VANETs) are vehicular networks in which 
mobile nodes communicate directly with each other [3]. 
However, in an environment of low node density or sparse 
nodes, VANETs are no longer reliable. Indeed, they suffer 
from frequent disconnections, resulting in data loss, long 
or variable transmission delays [4]. In order to cope with 
these problems (data loss, lack of connectivity, etc.), 
VDTNs (Vehicular Delay-Tolerant Networks) that use the 
nodes' buffer memory have appeared [5]. Indeed, vehicles 
store messages in their buffer for varying lengths of time, 
carry them, and then transmit them to the final destination 
or intermediate nodes when a communication opportunity 
arises [4][6]. 

VDTNs can be used to provide safety applications that 
generate alert messages such as accident warnings, road 
condition warnings, animal crossings, etc. They also offer 
applications of various kinds that generate messages of 
cooperative driving, dissemination of commercial 
information, connectivity of remote areas, etc. All these 
applications are contained in the reports of the Vehicle 
Safety Communications Project (VSCP) elaborated in the 
United States in 2005 [7] and that of the European 
Telecommunications Standards Institute (ETSI) elaborated 
in 2009 [8]. These two reports allow a classification of 
applications into three main classes which are road safety 
applications, road traffic management applications and 
entertainment and comfort applications. The messages 
from the various applications are prioritized into three 
priority service classes [9]. Thus, messages from road 
safety applications are high priority alert messages. 
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Messages from traffic management applications are 
medium priority messages. And those from entertainment 
and comfort applications are low priority messages.  

Typically, node buffers are small. However, not only 
do nodes have to store messages of all priority classes 
destined for the node, they also have to relay messages 
destined for other nodes in the network. Therefore, if the 
buffer is full and a security alert message arrives at the 
buffer, the message(s) to be deleted from the buffer must 
be determined in order to insert the alert message. In 
addition, when transferring messages, it is necessary to 
determine the message to be selected during opportunistic 
encounters in order to improve road safety. Therefore, the 
transit buffer management model to be implemented to 
better ensure road safety must be determined. 

Recently, in VDTN, the authors [10] proposed a model 
for buffer management based on the message weight. The 
expression of the message weight is given by: 
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In this equation, NHi is the number of message hops, NRi 
is its number of replications, Si is its size, RTTLi is its 
remaining time-to-live, TBi is the time spent in the buffer, 
and Pi is its priority service class.  
The expression P1[i] was obtained by integrating the 
priority service class (Pi) into the message weight 
expression P2[i] defined in [11].  
The expression of the weight P2[i] is given by: 
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However, when we set the value of the priority class 

(Pi) to zero in the expression of P1[i] given in [10], we get 
an infinite value of the message weight instead of finding 
the message weight expression P2[i]. Therefore, it is 
necessary to propose a new expression of the message 
weight considering the priority service class in order to 
guarantee the support of various applications with different 
requirements. 

In this paper, we propose a new buffer management 
strategy based on a new message weight expression to 
improve road safety. Our main contribution is as follows: 

We propose a model for managing the message transit 
buffer of nodes in a vehicular delay tolerant network. This 
model consists in setting up, on the one hand, a drop 
policy for messages in the buffer when the buffer is full 

and must receive a new message. This drop policy is based 
on the concept of intermediate node with respect to the 
destination, queues and priority class of service. It is also 
based on the properties of the message (size, number of 
hops, number of replications, remaining time-to-live, 
priority class of service, time in the buffer). On the other 
hand, the model takes into account the scheduling policy 
for the selection of messages to be transmitted. 

This paper is organized as follows: section 2 presents a 
literature review, section 3 presents the new buffer 
management strategy and finally, section 4 presents the 
conclusion and perspectives. 

 
2. Literature Review 

 
In the literature, several buffer management models 

have been developed. These models aim at identifying the 
message(s) to be dropped when the buffer is full and needs 
to receive a new message on the one hand and on the other 
hand at ordering the messages in the buffer in order to 
select the message to be transferred during opportunistic 
encounters. 

Recently, in [12], the authors have developed a buffer 
management model based on the message weight 
expression given in [10]. This model improves the overall 
network performance in terms of increasing the message 
delivery ratio of all priority classes of service, reducing the 
network overhead, and reducing the average delivery delay 
of high priority messages. However, in this model, the 
obtained curves of the message delivery ratio by priority 
class as a function of the buffer capacity on the one hand 
and as a function of the number of vehicles on the other 
hand, present practically the same curves. Therefore, in 
this study, the priority service class does not really impact 
the message delivery ratio. 

In [13], the authors proposed a buffer management 
strategy called DFS (Dropping- Forwarding-Strategy) that 
uses the number of message copies, the maximum number 
of forwarded messages determined from a list of the 
number of nodes that have received a copy of a message, 
the time-to-live, the inter-contact time and the 
encounter-time. This information is aggregated into a 
multi-objective utility function to determine which 
messages to forward and which to discard during the 
encounter-time. Evaluations have shown that this strategy 
provides improved delivery ratio, reduced network 
overhead, and reduced message delivery delay compared 
to existing models. However, this strategy is independent 
of the priority class of service, therefore security alert 
messages that require low delivery delay have the same 
delay as traffic management or entertainment messages.  

In [14], the authors proposed a memory management 
scheme to improve the performance of PRoPHET [15] and 
Spray-and-Wait [16] routing protocols. In this system, the 
scheduling policy is based on the number of copies of the 
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message, its size and time-to-live which allows the 
selection of the message with the highest weight on the 
one hand and on the other hand the drop policy based on 
the size of the message, its time-to-live and number of 
copies which allows the deletion of the message with the 
highest weight. This multi-criteria management system 
allows an increase in the delivery ratio and a reduction of 
the network overload, but cannot reduce the message 
delivery delay. 

Similarly, in [17], the authors proposed a model that 
combines the delivery predictability of the PRoPHET 
routing protocol [15], the copy limitation of the 
Spray-and-Wait routing protocol [16], and a buffer 
management scheme. This buffer management system is 
based on a CCM (Congestion-Control-Metric) that 
combines the delivery probability estimate, the 
time-in-node metric and the memory overhead ratio. Thus, 
in case of buffer congestion, the message with the lowest 
CCM value is dropped. As for scheduling, it allows the 
selection of the message with the highest CCM value. This 
model allows an improvement of the message delivery 
ratio and a reduction of the network overload. However, it 
does not reduce the message delivery delay and does not 
take into account the priority class of service. 

These different multi-criteria buffer management 
systems outperform single-criteria buffer management 
systems in terms of improving delivery ratio, reducing 
network overhead, and reducing delivery delay. Based on 
the strengths of these buffer management systems and 
improving the weaknesses, we propose a new buffer 
management strategy. 

 
3. Proposed Buffer Management System 

 
In this section, we propose a message weight 

expression and a particular queueing organization of a 
node's buffer. Subsequently, we present our dropping 
policy, our scheduling policy, and then our buffer 
management system which consists of the two previously 
presented policies. 
 
3.1 Expression of the message weight and the 

constitution of the queues 
 

As in [10], we propose a buffer subdivided into two 
queues according to the weight of each message and the 
average weight of all messages contained in the buffer. 
This message weight is given by the following expression: 
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Where NHi is the average number of hops of message i, 

NRi is the number of replications of message i, Si is the 
size of message i, RTTLi is the remaining time-to-live of 
message i, TBi is the time put in the buffer by message i, 
and Pi (Pi {1,2 , 3}) is the priority value of the priority 
class of message i. 
Under these conditions, when Pi = 1 the message is of low 
priority, when Pi = 2 the message is of medium priority 
and when Pi = 3 the message is of high priority [9]. 
 
The average weight of all messages is given by the 
following equation: 
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Where N(t) is the total number of messages in the node's 
buffer at time t and W[i] is the weight of a message i in the 
buffer. 
 

As mentioned in the previous section, the buffer is 
subdivided into two parts. This subdivision of the buffer is 
based on the weight of the message and the average weight 
of all messages in the buffer. 

Thus, if the message weight is greater than the average 
weight given by the following inequality: 
 

                 [ ]   MW i W .               (8) 
The message is placed in the high-weight-queue (HWQ) 
consisting of recent messages.  

On the other hand; if the weight of the message is less 
than the average weight given by the following inequality: 
 

                 [ ]   MW i W .               (9) 
The message is placed in the low-weight-queue (LWQ) 
consisting of old messages. 
 

Considering the constitution of the queues and their 
characteristics, in the following, we propose the drop and 
scheduling policies. 
 
3.2 Proposed drop policy 
 

The proposed drop policy is based on the one 
developed in [10]. It is based on two concepts, namely: the 
position of the intermediate node with respect to the 
destination and the selection of old messages from each of 
the two queues. In the following, we characterize each of 
the concepts and then present the proposed dropout policy. 
 
Characterization of the node's position with respect to 
the destination. 

Consider ∆ the set of positions occupied by nodes in 
the network and not containing the position of the 
destination D at time t. 
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The position of a node M, closest to the destination D is 
characterized by the following expression: 

 

0
M

( , )  min || ||


   d d D D M   (10) 

 
Therefore, the position of a node M that is far from the 
destination is characterized by the following inequality: 

 

                0( , ) d M D d               (11) 

 
Characterization of old messages by queue 

As noted above, the buffer is subdivided into two 
queues, one of which is high-weighted with recent 
messages and the other low-weighted with old messages. 
In our model, the drop policy may require dropping old 
messages from each of the queues. Therefore, we 
characterize them as follows: 

- In an LWQ, a message M is older than a message N, 
if the weight of message M is less than the weight of 
message N. This is given by the following 
inequality : 

    
                   [ ] [ ]P M P N            (12) 

 
- In an HWQ, a message M is older than a message N, 

if the remaining time-to-live of message M is less 
than the remaining time-to-live of message N. This is 
translated by the following inequality : 

 

          M NRTTL RTTL           (13) 

Activity diagram of the proposed Drop Policy 
Our message dropping algorithm depends on the 

elements we have just defined. Namely the position of the 
intermediate node with respect to the destination and the 
selection of old messages in each of the queues. Therefore, 
based on these elements, we are going to explain, using the 
activity diagram, how the message dropping is done. 

Thus, when a new message of any priority class (Pi) 
arrives at the node's buffer, it is inserted into the buffer if 
its size is less than the buffer free space (SFS). On the other 
hand, if its size is greater than the size of the buffer's free 
space and less than the sum of the sizes of the buffer's free 
space and the LWQ, the messages in the LWQ are deleted 
according to their increasing weight until it is inserted.  

On the other hand, if the size of the new message of 
priority class Pi is greater than the size of the buffer free 
space and greater than the sum of the sizes of the free 
space and the LWQ, two situations are possible depending 
on whether the current node is a destination node or an 
intermediate node. For this purpose, if the current node is 
not an intermediate node, all the messages of the LWQ are 
deleted, then those of the HWQ according to their 
increasing time-to-live, until the new message is inserted.  

On the other hand, if the current node is an 
intermediate node that is far from the destination of the 
message and if this message has a high priority, all the 
messages in the LWQ are deleted, followed by those in the 
HWQ that are less recent than this incoming message. 
This activity diagram in Fig. 1 illustrates our drop policy 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1 The activity diagram of the proposed drop policy. 

 
3.3 Proposed scheduling policy 
 

As mentioned above, the buffer is subdivided into a 
high-weight queue consisting of recent messages and a 
low-weight queue consisting of old messages. Our 
scheduling policy, based on the message weight, follows 
the same principles as the policies developed by the 
authors in [10] [11]. Thus, during opportunistic contacts, 
the most recent message is selected for transmission. In the 
following, we give the characteristics of the recent 
message and then the activity diagram of the scheduling 
policy. 

 
Characterization of the most recent message to be 
selected 

In our model, a message N is more recent than another 
message M whatever the queues if the weight of the 
message N is greater than the weight of the message M. 
This translates into the following inequality: 
 

            [ ] [ ]P N P M            (14) 

 
Activity diagram of the proposed scheduling policy 

Our planning algorithm will depend on the 
characteristics of the new message to be selected that we 
have just defined. Therefore, based on this concept, we 
will explain using the activity diagram how the scheduling 
is done.  
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In this model, messages are prioritized from the HWQ 
consisting of recent messages to the LWQ consisting of 
old messages. During opportunistic contacts, the message 
with the highest weight is selected for transmission. 
However, if two messages have the same weight, the 
message with the higher priority class is selected for 
transmission. This activity diagram in Fig. 2 illustrates our 
scheduling policy 

 
 
 
 
 
 
 
 
 
 

Fig. 2 The activity diagram of the proposed scheduling policy. 

 
3.4 Activity diagram of the proposed buffer management 

system 
 

The proposed buffer management system is triggered 
by a message of any priority class entering the buffer. Thus, 
if the buffer is full or it cannot accommodate the new 
message of any priority class, the drop policy proposed in 
section 3.2 is implemented. On the other hand, if the 
node's buffer is not empty, then the scheduling policy 
proposed in section 3.3 is implemented. This activity 
diagram in Fig. 3 illustrates our buffer management system 

 
 
 
 
 
 
 
 
 
 

 
 

 Fig. 3 The activity diagram of the proposed buffer 
management system. 

 

4. Evaluation of the proposed buffer 
management system 

 
In this section, we present the set of performance 

evaluation tools we used, then the different settings made 
for our simulations, and finally, we present the evaluation 
results and discussions. These results focus on the impact 
of the buffer size on the performance of the network on the 

one hand and on the other hand, on the impact of the 
variation of the number of vehicles on this performance.  
 
4.1 Performance evaluation tools and simulation 

settings 
 
Performance evaluation tools 

Our model was evaluated using the opportunistic 
network simulator named ONE (Opportunistic Network 
Environment) [18] and the PRoPHET routing protocol 
[15]. We use the buffer management system named Factor 
[19] for a performance comparison. Factor is based on the 
priority class of service and the message time-to-live. 
During congestion, it drops the low TTL message. During 
opportunistic contacts, the message with the highest 
priority and time-to-live is selected for transmission. 
In this study, we use three performance criteria to evaluate 
the performance of the models. These criteria are: 
- The delivery ratio per priority class which determines 

the number of delivered messages of a priority class 
(ND) relative to the total number of messages of that 
priority class (NT) created at the source. It is given by 
the following equation: 

 

                D
L

T

N

N
              (15) 

- The average delivery delay per priority class represents 
the average time required by the message of a priority 
class from the time of its creation to the time of its 
delivery to the destination. It is given by the following 
equation: 

 

    1
( )

 
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            (16) 

Where tDi and tCi are the delivery date and creation date 
of the ith message of priority Pi, respectively. 

 
- The network overhead ratio represents the ratio of the 

difference between the number of relayed messages 
(NR) and the number of delivered messages (ND) by the 
number of delivered messages. It is given by the 
following expression: 

 

          R D
SR

D

N N

N


             (17) 

Simulation settings 
In our model, following the example of the model 

proposed in [10], we use as simulation area the city center 
of Bouaké in Côte d’Ivoire. Moreover, all messages of 
each of the three priority classes are generated by three 
event generators. We assume that high priority alert 
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messages generate large volumes of traffic. Thus, they 
have a size between [750 KB; 1.5 MB] and priority value 
P = 3, medium priority ones have a size between [250 KB; 
750 KB[ and priority value P = 2 and finally, low priority 
ones have a size between [100 KB; 250 KB[ and priority 
value P = 1. The different settings are grouped in Table 1 
below. 

Table 1: Simulation parameters and their values 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2 Results and discussions 
 

First, for our model and Factor, we vary the buffer 
from 25 MB to 50 MB. For each of the buffer sizes, we set 
the number of vehicles to 25 and then to 50. For each of 
the buffer sizes, we run a batch of 30 simulations using the 
random seeds. We obtain the results of delivery ratio by 
priority class and network overhead. 

Subsequently, for both models, we set the buffer 
capacity to 50 MB, then vary the number of vehicles to 25, 
50, 100, and then 150. For each number of vehicles, we 
run a batch of 30 simulations using the random seeds. 

 We obtain the results of delivery ratio by priority 
class, delivery delay for high priority messages, and 
network overhead. 
 
Results of varying the buffer size from 25 MB to 50 MB 
Evaluation of the delivery ratio for 25 vehicles 

For each of the two model simulation batches, we 
determine the average message delivery ratio by priority 
class. These results of average delivery ratio by priority 
class are collected in Table 2. 

 
Table 2: Average delivery ratio by priority class of our model and Factor 

for 25 vehicles of 25 MB and 50 MB buffer capacity. 

Fig. 4 represents the delivery ratio of high priority, 
medium priority and low priority messages when the 
buffer size varies from 25MB to 50MB for our model 
and that of Factor when the network contains 25 
vehicles. 

 
 
 
 
 
 
 
 
 
 

    Fig. 4 Message delivery ratio by priority class as a 
function of buffer size for 25 vehicles. 

 
. When the buffer size varies from 25 MB to 50 MB, 

our model achieves higher delivery ratio per priority class 
(38% and 65%) than Factor (6% and 61%). Therefore, our 
model performs better in terms of delivery ratio per 
priority class than Factor. This is because our weight-based 
model favors the transfer of messages of all priority 
classes unlike Factor which favors only high priority 
messages. However, if we consider the buffer sizes, we 
notice that Factor performs better with the 50MB buffer 
than with the 25MB buffer regardless of the priority class.   

Indeed, for low priority messages, Factor allows us to 
go from a 6.2% delivery ratio with a 25MB buffer to a 
22.33% delivery ratio, i.e. an increase in delivery ratio of 
260%, against an increase of 38.23% (delivery ratio 
between 38.23% and 41.97%) in the case of our model 
when the buffer size varies from 25 MB to 50 MB. 

For medium priority messages, Factor allows us to go 
from a delivery ratio of 18.63% with a capacity of 25MB 
to a delivery ratio of 49.48%, i.e. an increase in delivery 
ratio of 165.6%, against an increase of 30.6% (delivery 
ratio between 39.8% and 51.99%) in the case of our model 
when the buffer size varies from 25 MB to 50 MB. 

And finally, for high priority messages, Factor allows 
an increase in delivery ratio of 22.9% (ratio between 
49.7% and 61.09%) against an increase of 19.9% (ratio 
between 53.82% and 64.51%) for our model when the 
buffer size varies from 25 MB to 50 MB. 

 
Evaluation of the network overload for 25 vehicles 
Similar to the delivery ratio evaluation, for each of the 
simulation batches, we determine the average network 
overload ratio. The results of the average network overload 
ratio for 25 vehicles with 25 MB and 50 MB buffer 
capacities are shown in Table 3. 

 
 

parameters values 
Simulation time 12 hours 

Simulation area 4000m × 4000m 

Number of nodes  25-50-100-150 

Buffer size  25 MB - 50 MB 

Transmission rate 6 Mbps 

Transmission range 30 m 

Random speed  30-50 km/h 

Message TTL 120 minutes 

Waiting time   600-900 seconds 

Creation interval  15-30 seconds 

Message size 100KB-1.5MB 

Mobility model Shortest-path map-based movement 

Priority 
class 

Buffer management 
systems 

25 MB 50 MB 

Low 
priority  

Factor 6,20 22,33 

Our Model 38,23 41,97 

Medium 
priority  

Factor 18,63 49,48 

Our Model 39,80 51,99 

High 
priority 

Factor 49,70 61,09 

Our Model 53,82 64,51 
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Table 3: Average network overload ratio of our model and Factor for 25 
vehicles of 25 MB and 50 MB buffer capacity. 

 

 
 
 
 
Fig. 5 shows the impact of buffer size on the network 

overhead ratio for our model and Factor when the network 
consists of 25 vehicles. 
 
 
 
 
 
 
 
 
 
 

  Fig. 5 Network overload ratio as a function of 
buffer size for 25 vehicles. 

 

This figure shows that both systems reduce network 
overhead more for the 50 MB capacity buffer than the 25 
MB capacity buffer. However, compared to Factor, our 
model reduces the network overhead better. Indeed, the 
network overhead ratio of our model ranges from 22.30 to 
23.72 for the 25 MB and 50 MB capacity buffers 
respectively. In contrast, in the case of Factor, the 
overhead ratio varies from 44.29 for 25 MB to 29.37 for 
50 MB. This reduction in network overhead in our model 
is due to the fact that in this model, replications are 
reduced by using the message weighting function. 

 
Evaluation of delivery ratio for 50 vehicles 

By analogy to the previous cases, for each of the 30 
simulation batches we determine the average message 
delivery ratio by priority class for 50 vehicles. These 
results of average message delivery ratio by priority class 
for 50 vehicles with the 25 MB and 50 MB capacity buffer 
are collected in Table 4. 
 
Table 4: Average delivery ratio by priority class of our model and Factor 

for 50 buffer vehicles of 25 and 50 MB capacity. 

 
 
 
 
 
 
 

 
Fig. 6 shows the delivery ratio of high priority, 

medium priority and low priority messages when the 

buffer size varies from 25MB to 50MB for our model and 
that of Factor when the network contains 50 vehicles. 

 
 
 
 
 
 
 
 
 

  Fig. 6 Message delivery ratio by priority class as a 
function of buffer size for 50 Vehicles. 

 
For this figure, there is confirmation of the previous 

results. Indeed, our model allows us to obtain significantly 
higher delivery ratio of messages by priority class (48.6% 
and 79%) than those of Factor (7.5% and 72%).  

However, regarding our model, there is a small 
reduction in delivery ratio for low and medium priority 
messages when the buffer size varies from 25 MB to 50 
MB. Indeed, for low priority messages, there is a reduction 
in the delivery ratio of 5% (ratio between 51.52% and 
48.57%). For medium priority messages, the reduction in 
delivery ratio is 1.6% (ratio between 58.36% and 57.4%). 
 
Evaluation of the network overload for 50 vehicles 
By analogy to the previous section, we determine the 
average network overload ratio using the 30 simulation 
batches. These results of the average network overload 
ratio for 50 vehicles with buffer capacity of 25 MB and 50 
MB are collected in Table 5. 

 
 Table 5: Average network overload ratio of our model and Factor 

for 50 vehicles of 25 MB and 50 MB buffer capacity. 

 
 
 
 
 

Fig. 7 shows the impact of buffer size on the network 
overhead ratio for our model and Factor when the network 
consists of 50 vehicles. 
 

 
 
 
 
 
 
 
 

 Fig. 5 Network overload ratio as a function of buffer size for 
50 vehicles. 

 

 Buffer management 
systems 

25MB 50 MB 

Network 
overload ratio 

Factor 44,29 29,37 

Our Model 22,30 23,72 

Priority 
class 

Buffer management 
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Fig. 7 shows a quasi-similarity with Figure 5, we can 
deduce that compared to Factor, our model reduces the 
network overhead more. Indeed, our model based on the 
message weight allows to reduce the replications and 
consequently the resource consumption than Factor.  

 
Conclusion of the evaluations when the buffer varies from 
25 MB to 50 MB 

This study shows that our model performs well 
compared to Factor. Indeed, when the buffer capacity 
varies from 25MB to 50 MB, for a given number of 
vehicles, our model improves the delivery ratio per priority 
class and reduces the network overhead better than Factor. 
However, this performance is more noticeable when the 
buffer capacity is 50MB.  
 
As mentioned above, in the next section, we set the vehicle 
buffer capacity to 50MB and vary the number of vehicles 
in the network. 
 
Results of the variation in the number of vehicles from 
25 to 150 
 
Evaluation of delivery ratio by priority class 

By analogy to the previous section, for each of the 
simulation batches, we determine the average message 
delivery ratio (AMDR) by priority class. These results of 
the average message delivery ratio by priority class for our 
model and that of Factor when the number of vehicles 
varies from 25, 50, 100 and 150 are collected in Table 6.  
 
 Table 6: Average delivery ratio by priority class for our model and 

Factor when the number of vehicles varies. 

 
 

 
 
 
 
 
 
 
 
 
 
Evaluation of delivery ratio for low and medium priority 
messages 

To compare the performance of our model against 
Factor, for each number of vehicles, we determine the 
difference between the delivery ratio (DBDR) by priority 
class of our model and those of Factor. The results are 
shown in Table 7. 

 

     Table 7: Difference in delivery ratio of low and medium priority 
messages from our model and Factor as a function of 

the number of vehicles. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8 and Fig. 9 show the impact of the number of 
vehicles on the delivery ratio of our model and Factor for 
low and medium priority messages respectively. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 8 Average delivery ratio of low priority messages 
by number of vehicles. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 9 Average delivery ratio of medium priority messages 
by number of vehicles. 

 
Fig. 8 and Fig. 9 show that for an increase in the 

number of vehicles (from 25 vehicles to 150 vehicles), we 
observe a large increase in the delivery ratio of low and 
medium priority messages in the case of our model 
compared to Factor. Moreover, taking into account the 
differences in the delivery ratio of low priority messages 
(19.65% to 73.08%) and medium priority messages 
(2.62% to 69.44%) between our model and Factor, we can 
state that the performance in terms of delivery of low and 
medium priority messages is held by our model. 
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Evaluation of High Priority Message Delivery Ratio 
In this section, we compare the performance in terms 

of improving the delivery ratio of high-priority messages 
of our model against those of Factor, for a given number of 
vehicles. As a result, we determine the difference between 
the average delivery ratio of the high priority messages in 
our model and those in Factor on the one hand and the 
standard deviations of the 30 simulation batches of the 
delivery ratio of the high priority messages on the other. 
These results are shown in Table 8. 

 
Table 8:  Evaluation of the delivery ratio of the high priority 

messages of our model and of Factor as a function 
of the number of vehicles. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 10 shows the impact of the number of vehicles on the 
delivery ratio of high priority messages in our model and 
in Factor. 

 
 
 
 
 
 
 
 
 
 

Fig. 10 Average delivery ratio of high priority messages 
by number of vehicles. 

 
In contrast to Fig. 8 and 9, Fig. 10 shows an increase in 

the high-priority message delivery ratio of our model and 
Factor when the number of vehicles varies from 25 
vehicles to 150 vehicles. 

However, comparing the differences in high priority 
message delivery ratio between our model and Factor 
shows the good performance of our model compared to 
Factor. Indeed, these differences are 3.42%, 6.51%, 7.49% 
and 3.79% when the number of vehicles is 25, 50, 100 and 
150 respectively. Moreover, the calculations of the 
standard deviations obtained from the different simulation 
batches confirm this result. Indeed, when the number of 
vehicles varies from 25 to 150, the standard deviations of 

the delivery ratio of high priority messages of our model 
(1.68; 1.15; 0.71; 0.71) are lower than those of Factor 
(1.78; 2.4; 3.45; 1.26).  

These results also show that the Factor policy is only 
effective for delivering high priority messages. 

 
Evaluation of the average delivery delay of high priority 
messages 

In order to evaluate the performance of our model in 
terms of reducing the average delivery delay of high 
priority messages compared to Factor, we determine for 
each of the simulation batches the average delivery delay 
of high priority messages.  

Then, we compute the differences between the average 
delivery delay of the high-priority messages of our model 
and those of Factor on the one hand and on the other hand 
the standard deviations of the simulation batches of the 
delivery ratio of the high-priority messages. The results are 
shown in Table 9. 

 
Table 9:  Evaluation of the average delivery delay of the high 

priority messages of our model and Factor as a 
function of the number of vehicles. 

 
 
 
 
 
 
 
 
 
 

 
Fig. 11 shows the impact of the number of vehicles on 

the delivery delay of high priority messages in our model 
and Factor. 

 
 
 
 
 
 
 
 
 
 

Fig. 11 Average delivery delay for high priority messages 
as a function of the number of vehicles. 

 
This figure shows that the average delivery delay for 

high priority messages decrease with both models when 
the number of vehicles varies from 25 to 150 vehicles. 
However, the reduction in average delivery delay is more 
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noticeable with our model than with Factor.  
Indeed, the comparison of the differences in the 

average delivery delay of high priority messages between 
our model and Factor varies from 0.03 min to -2.78 min 
when the number of vehicles varies from 25 to 150. 
Moreover, the calculations of standard deviations confirm 
these results. Indeed, when the number of vehicles varies 
from 25 to 150, the standard deviations of the delivery 
delay of high priority messages of our model (1.38; 1.19; 
0.77; 0.73) are lower than those of Factor (1.43; 1.34; 
0.86; 0.79). 
 
Evaluation of network overload 
In this section, we compare the network overload 
reduction performance of our model to that of Factor, for a 
given number of vehicles. Therefore, for each of the 
simulation batches, we determine the average network 
overload ratio. Then, we calculate the difference between 
the average overload ratio of our model and those of 
Factor. The results are shown in Table 10. 

 
Table 10:  Evaluation of the network overload ratio of our 

model and Factor as a function of the number 
of vehicles. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 12 shows the impact of the number of vehicles on 
network overload ratio for our model and Factor policy 
when the number of vehicles varies from 25 to 150. 

 
 
 
 
 
 
 
 
 
 

   Fig. 12 Network overload ratio as a function of the 
number of vehicles. 

 
Fig. 12 shows that our model reduces the network 

overload better than Factor when the number of vehicles 
varies from 25 to 150 vehicles. Furthermore, the 

comparison of the network overload ratio differences 
between our model and Factor which ranges from -5.064 
to -599.07 shows the good performance of our model in 
terms of network overload reduction compared to Factor. 

This reduction in network overhead by our model is 
due to the fact that in this model, the weight expression is 
a function of parameters such as the number of copies, and 
the number of hops. Therefore, the old messages in the 
buffer that have the high copy and hop counts are 
preferentially deleted. This significantly reduces the 
resource consumption. 

 
4. Conclusion 

 
In this paper, we have proposed a new buffer 

management strategy based on the message weight. This 
memory management strategy consists of a message drop 
policy and a buffer message scheduling policy. The drop 
policy is based on the nature of the current node, the 
position of the intermediate node with respect to the 
destination, and the distribution of messages into two 
queues, one of which is made up of recent messages and 
the other of old messages. Thus, it allows the oldest 
message to be removed from the buffer. The scheduling 
policy is based on the selection of the most recent message 
from the high-weight queue of recent messages and the 
priority class. 

The results of simulations performed with the ONE 
simulator, show that compared to Factor which guarantees 
the transfer of high priority messages, our model reduces 
the network overhead significantly, reduces the delivery 
delay of high priority messages and improves the delivery 
ratio of messages of all priority classes in a low and high 
node density environment. Therefore, our model is more 
suitable for improving traffic safety. 

In perspective, we propose a new approach to improve 
road safety. Indeed, this paper is based on a V2V 
communication architecture because of the high cost of 
road communication infrastructures [20] on the one hand 
and on the other hand on the unicast performance of the 
PRoPHET routing protocol [15]. Since the presence of 
these infrastructures contributes to the improvement of 
road safety, we need to propose a new approach that will 
reduce the number of traffic accidents while minimizing 
the number of roadside equipment to be installed. In 
addition, a multicast communication solution must be 
implemented to cover a large geographical area. 

 
References 
[1] Word Health Organization, 

https://www.who.int/news-room/fact-sheets/detail/road-traff
ic-injuries 

[2] Miles, John C. "Intelligent transport systems: overview and 
structure (History, Applications, and 

number 
of 

vehicles 

Buffer 
management 
systems 

Average 
network 

overload ratio 
Difference 

25 
vehicles 

Factor 29,37 
-5,64 

Our Model 23,72 

50 
vehicles 

Factor 111,36 
-23,21 

Our Model 88,15 

100 
vehicles 

Factor 452,29 
-207,34 

Our Model 244,95 

150 
vehicles 

Factor 977,98 
-599,07 

Our Model 378,91 



IJCSNS International Journal of Computer Science and Network Security, VOL.23 No.1, January 2023 
 

 

 

163

 

Architectures)." Encyclopedia of Automotive 
Engineering (2014): 1-16. 

[3] Al-Sultan, S., Al-Doori, M. M., Al-Bayatti, A. H., & Zedan, 
H. A comprehensive survey on vehicular ad hoc 
network. Journal of network and computer applications, 
2014, vol. 37, p. 380-392. 

[4] P. R. Pereira, A. Casaca, J. J. P. C. Rodrigues, V. N. G. J. 
Soares, J. Triay, and C. Cervelló-Pastor, “From 
delay-tolerant networks to vehicular delay-tolerant 
networks,” IEEE Commun. Surveys Tuts., IEEE Commun. 
Soc., vol. 14, no. 4, pp. 1166–1182, Fourth quarter 2012. 

[5] Benamar M., Ahnana S., Saiyari F. Z., Benamar N., El 
Ouadghiri M. D., and Bonnin J. M. (2014). "Study of 
VDTN Routing Protocols Performances in Sparse and 
Dense Traffic in the Presence of Relay Nodes". J. Mobile 
Multimedia, 10(1&2), 78-93 

[6] Kang Hyunwoo, et al. "Routing protocols for vehicular 
delay tolerant networks: a survey." International Journal of 
Distributed Sensor Networks 11.3 (2015): 325027. 

[7] CAMP Vehicle Safety Communications Consortium. 
"Vehicle safety communications project: Task 3 final report: 
identify intelligent vehicle safety applications enabled by 
DSRC." National Highway Traffic Safety Administration, 
US Department of Transportation, Washington DC (2005). 

[8] ETSI, TR. "102 638 V1. 1.1–Intelligent Transport Systems 
(ITS)." Vehicular Communications. (2009-06) 

[9] Soares Vasco NGJ, Farid Farahmand, and Joel JPC 
Rodrigues. (2011) "Traffic differentiation support in 
vehicular delay-tolerant networks." Telecommunication 
Systems 48.1-2 (2011) : 151-162. 

[10] Théophile, GBALLOU Yao, GOORE Bi Tra, and Brou 
Konan Marcelin. "Dynamic Weight Dropping Policy for 
Improve High-Priority Message Delivery Delay in 
Vehicular Delay-Tolerant Network."  in International 
Journal of Advanced Computer Science and 
Applications 9(10) ꞏ January 2018 
DOI: 10.14569/IJACSA.2018.091010. 

[11] Rashid S., Q. Ayub, and A. H. Abdullah. Reactive weight 
based buffer management policy for DTN routing protocols. 
Wireless Personal Communications, 80(3):993{1010, 2015. 

[12] Gballou Yao Théophile, Touré Kidjegbo Augustin, Tiecoura 
Yves. "Assessment of the performance of a buffer 
management system to improve high priority message 
delivery time limit". In International Journal of Advanced 
Research (IJAR). Janvier 2021. 9(01), 1092-1104 ISSN: 
2320-5407 DOI 10.21474/IJAR01/12396 

[13] Ababou, M., Kouch, R.E. and Bellafkih, M., 2019. Dynamic 
utility-based buffer management strategy for delay-tolerant 
networks. International Journal of Ad Hoc and Ubiquitous 
Computing, 30(2), pp.114-126. 

[14] Sreekanth, G. R., Suganthe, R. C., & Latha, R. S. 
Performance Improvement of DTN Routing Protocols with 
Enhanced Buffer Management Policy. International Journal 
of Recent Technology and Engineering (IJRTE) ISSN: 
2277-3878, Volume-8 Issue-4, November 2019. 

[15] Lindgren, A., Doria, A., & Scheln, O. (2003). Probabilistic 
routing in intermittently connected networks. SIGMOBILE 
Mobile Computing Communications Review, 7(3), 19–20. 

[16] T. Spyropoulos, K. Psounis, and C. S. Raghavendra, "Spray 
and Wait: An  Efficient  Routing  Scheme for 
Intermittently  Connected  Mobile Networks,"  in  

ACM  SIGCOMM  2005  - Workshop  on  Delay  
Tolerant Networking  and  Related  Networks  
(WDTN-05),  Philadelphia,  PA, USA, August 22-26, 
2005. 

[17] Du, Z., Wu, C., Chen, X., Wang, X., Yoshinaga, T. and Ji, 
Y., 2020. A VDTN scheme with enhanced buffer 
management. Wireless Networks, 26(3), pp.1537-1548. 

[18] Keränen A, Ott J, Kärkkäinen T. (2009) The ONE simulator 
for DTN protocol evaluation[C]//proceedings of the 2nd 
international conference on simulation tools and techniques. 
ICST (Institute for Computer Sciences, social-informatics 
and telecommunications engineering), 55-64 

[19] More, Ruchira & Penurkar, Milind. (2015) . "Scheduling 
and Dropping Policies in Delay Tolerant Network". In 
International Advanced Research Journal in Science, 
Engineering and Technology (IARJSET), 2015 Vol. 2, Issue 
10, DOI 10.17148/IARJSET.2015.21014 

[20] U.S. Department of Transportation, ITS Cost Database 
(RS-TC and RS-I). https://www.itskrs.its.dot.gov/costs. 
Accessible 15-06-2021. 

 
 
 
 


