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Abstract 
Investigations on information security factors re- main elusive at 
small and medium enterprises (SMEs), es- specially for custom-
made software solutions. This article aims to investigate, classify, 
adopt factors from recent literature addressing information 
security resources. SMEs al- ready have information security in 
place, but they are not easy to adopt through the negotiation 
processes between the in-house software development companies 
and custom-made software clients at SMEs. This article proposes 
a strategic framework for implementing the process of adoption of 
the information security factors at SMEs after conducting a 
systematic snapshot approach for investigating and classifying the 
resources. The systematic snapshot was conducted using a search 
strategy with inclusion and exclusion criteria to retain 128 final 
reviewed papers from a large number of papers within the period of 
2001-2022. These papers were analyzed based on a classification 
schema including management, organizational, development, and 
environmental categories in software development lifecycle 
(SDLC) phases in order to define new security factors. The 
reviewed articles addressed research gaps, trends, and common 
covered evidence-based decisions based on the findings of the 
systematic mapping. Hence, this paper boosts the broader 
cooperation between in-house software development companies 
and their clients to elicit, customize, and adopt the factors based 
on clients’ demands. 
Keywords: 
Information Security, Custom-Made Software, SME, SDLC, 
ICCAIS  

 
1. Introduction 
 

Over the last few decades, software companies have 
pro- duced different types of secure software enterprises 
(SE)[1] such as packaged software (PS) and bespoke 
software (BS) enterprises. PS is ready-made software that is 
developed to meet the needs of a large number of customers 
with similar functionalities[2,3]. While the BS (that is, 
custom-made or tailored software) is developed for specific 
customers with specific functionalities[4,5]. At in-house 
software develop- ment companies, there are challenges 

involving the informa- tion security requirements upon to 
the type of enterprises[4– 7], upon to the size of enterprises 
either at SMEs or at large projects[8–10]. It is clear that the 
lack of categorized secu- rity resources[10], 
misunderstanding security demands, un- willingness to 
adopt security practices. At in-house software development 
companies, there are attempts on increasing the adoption of 
security practices, but having limitations on the adoption 
process of information security (IS) resources[6, 11,12] for 
BS enterprises at SMEs [13] hinders the optimum selection 
and implementation security standards. Another limitation 
is the negotiation gap between in-house software 
development companies and customers for security require- 
ments elicitation (SRE) to meet expectations and results as 
needed to grantee a higher level of confidentiality, integrity, 
and availability, especially when the customer’s background 
about the importance of adopting security practices is weak. 
Or that the customer does not believe in the security risks  
at SMEs for explanation identify, authenticate, authorize, 
and audit the security principles for secure success practices. 
This article is an extension of a previously published Inter- 
national Conference on Control, Automation Information 
Sciences (ICCAIS) conference paper that investigated in- 
formation security factors (ISFs) for custom-made software 
during the requirements phase of the software development 
life cycle (SDLC) at SMEs [14]. The extensions of our pre- 
viously published paper focus on the investigations of ISFs 
in all of the SDLC phases based on four categories; man- 
agement categories, organizational categories, development 
categories, and environmental categories. We have extended 
the classifications based on security services and systematic 
mapping summaries to include the requirement, design, im- 
plementation, verification, release, and maintenance phases. 
We also propose a strategic framework for influencing on 
adoption the ISFs on the BS enterprises at SMEs. Research 
questions cover the purpose of this article, as shown in the 
following: 

RQ1: What are the recent investigations at in-house 
software development companies on Information Security? 
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RQ2:What are the research gaps, trends, and evidence-based 
decision making from the previous investigations on the 
SDLC? 
RQ3:How the extracted factors can be adopted through 
the agreement of SRE at small BS enterprises? 
The remaining research is organized as follows, materials 
and methods are presented in section 2. In section 3, the 
find- ings of the systemic snapshot approach are presented 
with a critical discussion of the results. In section4, the 
conceptual framework is addressed. A conclusion is given 
in section 5. 

 
2. Material and Method 
 

This section describes a Systematic Snapshot Mapping 
(SSM) based on augmented categories and factors at 
SMEs[2,5,  14] based on a classification schema. This 
methodology deals with a large number of research papers 
that organize and ex- tract systematically the unstructured 
resources. As described by Tamimi et al.[5,15] , and 
Alghamdi, F. et al.[14] this methodology enables 
researchers to make decisions inde- pendently instead of 
having to follow distributed random data in many papers. 
This method begins with processes on a search strategy, 
data source, inclusion and exclusion pro- cesses as shown 
below. 

 
2.1 Search Strategies 
 

Our search strategy combines relevant, specific 
keywords and search strings, which are used to cover a 
diversity of in- formation security (IS) investigations for 
custom-made soft- ware at SMEs. Keywords for IS are 
combined with other relative keywords and search strings, 
such as “custom soft- ware”, the names of SDLC phases, 
and the names of security services. “AND and OR” 
operators are used to optimize the results of research 
library search engines. Next, we changed the positions of 
the identified keywords and replacing the “AND” and “OR” 
operators to capture more relevant re- search. Fig.1shows 
combinations of primary and secondary keywords and 
strings on the search engines. 

 
2.2 Data Source and Retrieval 
 

We utilized combinations of search strings in the 
search en- gines of the digital libraries such as IEEE Xplore, 
ACM, SpringerLink, and other digital libraries. Each 
database en- abled us to identify date ranges for published 
papers, com- monly used keywords, and papers in different 

qualities. We limited our search to papers published between 
2001 and 2022. The initial outcomes were reviewed through 
the titles, abstracts, and keywords of papers. To extract the 
relevant papers from huge resources, we conducted an 
inclusion and exclusion process to limit the outcomes in 
Fig.2. The inclu- sion process began with reviewing titles 
and abstracts of the collected around (2130 papers). The 
titles review enabled 
us to exclude papers that were not relevant to our research 
(890 papers). Next, we identified papers that were written in 
English, unduplicated, and published in well-known jour- 
nals and conferences. The extract of 240 papers afterwards. 
The exclusion process began with ignoring the studies that 
were not in the research domains of software engineering 
and computer science. Studies that were presented as books, 
reports, posters, presentations were also excluded. Finally, 
full-text read with deliberations were excluded the (128 pa- 
pers). 
 
3. Results 
 

This section demonstrates the systematic investigation 
about the most common IS literature. Once the data were 
collected, the extraction of results was based on a 
classification schema. The schema contained four main 
categories: management, organizational, development, and 
environmental categories, as shown in Fig.3.  
 

The classification was relied on Tamimi et al.[2,5,15, 
16] that conducted several studies on a custom-made soft- 
ware, and packaged software enterprises in development per- 
spectives, and Alghamdi et al. [14]also conducted a study 
on secure BS. To produce the security factors in the SDLC 
phases at SMEs as shown in the given tables (I, II, III, IV, V, 
VI) below to answer the RQ1. 
 
3.1 Security Investigations in Planning Phase 
 

Security Requirements Specifications in the Planning 
phase (SecRSP) is a part of the software engineering process 
that ensures a highly secure level of adopting material 
resources and specifications across which should be 
specified, man- aged, and evolved. The increase of the level 
of customers’ confidence during negotiations with in-house 
software de- velopment companies on the security factors. 
Our investiga- tions focused on security requirement 
principles, manage- ments, goals, security requirement 
assurances, and other as- pects. TABLE1demonstrates the 
findings of the SecRSP. 
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Fig. 1 Search Strategies combinations 
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            Fig. 2 Data Source and Retrieval Processes Findings 

 

                            Fig. 3 SDLC Factors [2,5,15] 
 
3.2 Security Investigations in the Design Phase 

Security Requirements Specifications in the Design 
phase (SecRSD) aims to present management aspects, 
guidelines, practices, and measures to boost the secure 
design to cus- tomers with less of potential risks and 
vulnerabilities. In terms of small BS development, the 
SecRSD is identified, analyzed and classified the 128 
papers in TABLE2. 

 
3.3 Security Investigations in Implementation Phase 

Secure Software Implementation Specification (SSIS) 
helps developers to achieve a higher level of secure source 
coding through the adoption of standards of guidelines and 
prac- tices at the implementation phase. In terms of custom-
made software development, SSIS must be negotiated with 
cus- tomers. TABLE3shows the contributions in SSIS that 
we analyzed and classified from the 128 papers we gathered. 

 

3.4 Security Investigations in Verification 
and Validation Phase 
Security Requirements Specifications in Verification 

and Val- idation phase (SecRSV) tests the performance of 

the threat environments. Security testing is performed by 
inspectors  to examine the level of software security quality 
as identi- fied with the customers. During secure verification, 
the goals must be achieved without bugs that influence on 
the security quality. TABLE4shows the contributions of 
SecRSV that we analyzed and classified from the 128 
gathered papers. 

 
3.5 Security Investigations in Release and 

Deployment Phase 
Security Requirements Specifications in the 

Deployment phase (SecRSDep) specify the process of 
converting the secure im- plementation to a secure post-
production secure manner. Af- ter ensuring a secure 
implementation, projects are deployed based on SecRSDep. 
To contribute in this phase, we ana- lyzed and classified the 
128 gathered papers as shown in TABLE5. 

 
3.6 Security Investigations in Maintenance Phase 

Security Requirements Specifications in the 
Maintenance phase (SecRSM) specify the resources of 
modifying, repairing, and upgrading the security 
functionalities to newly secure func- tionalities. To 
contribute in SecRSM, we analyzed and clas- sified the 128 
gathered papers as shown in TABLE6. 

 
3.7 Findings of Systematic Mapping Summary 

After the comprehensive classification at each phase in 
SDLC, the mapping of the classification answered the RQ2 
by pre- senting the number of papers were focused on the 
manage- ment category (77 research papers), the 
development cate- gory (75 research papers). The lowest 
number of research papers addressed the organizational 
category (10 research papers). The strengths and 
weaknesses in the coverage of issues related to information 
security are shown in Fig.4. shows a bubble chart to display 
the number of used research papers for each SDLC phase 
and factor. Fig.4summarizes our primary results by 
illustrating the previous research con- tributions, trends, 
and gaps among the analyzed studies. 

There were gaps in the design and verification phases, 
especially in the support of top management, project team 
competence, enterprise system selection process, organiza- 
tional characteristics, and vendors. The design stage 
increases on the verification phase the majority of gap 
research was covered in factors related to change 
management, data man- agement and user involvement. 
The majority of gap research 
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was covered in factors related to the enterprise system, 
strat- egy and methodology and environment. However, 
this study proposes a conceptual framework for the 
adoption of IS fac- tors between in-house software 
development companies and BS software clients at 
SMEs in security perspectives. 

 

4. Information Security Adoption Framework 
at SMEs 

 

This section purposes a  strategic  framework  for  
adopting IS factors during SDLC (ASF-SDLC). This 
framework an- swers the RQ3 by providing clear 
processes to boost the ro- bustness and effectiveness of 
understanding, eliciting, and adopting based a level of 
negotiations on the security spec- ifications. It assumes 
that customers and in-house software development 
companies are the participants who are agree- ing on the 
security level for developing a custom-made soft- ware 
at SMEs. The proposed framework is formed by three 
stages: pre-adoption, adoption, and post-adoption. These 
stages manage the initial, middle, and final agreement 
of adoption as shown in Fig.5. 

 

 

4.1 Pre-Adoption Stage 

This stage is the initial negotiation between 
customers and in-house software development 
companies on the adoption of IS factors in the planning 
and design phases of the SDLC. To guarantee the initial 
outputs, there are resources in TA- BLE1and 
TABLE2that feed the control activity for the  first stage. 
This control activity is measured by matching the 
acceptance percentage of IS resources between 
customers and in-house software development 
companies. Fig.6shows the pre-adoption stage. 

 
4.2 Adoption Stage 

This stage deals with IS factors in the 
implementation and verification phases of the SDLC. 
To guarantee the middle- security agreement, there are 
resources in TABLE3and TABLE4that feeds the 
control activity in the framework. This control activity 
can be measured by matching the ac- ceptance 
percentage on the IS resources between customers and 
in-house software development companies. Fig.7shows 
the adoption stage. 
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4.3 Post-Adoption Stage 

The last stage of adoption of the IS factors in the release 
and maintenance phases. To guarantee the final-security 
agree- ment output, there are resources in TABLE5and 
TABLE6 that feed the control activity in the framework. This 
control can be measured by matching the acceptance 
percentage of IS resources between customers and in-house 
software de- velopment companies. Fig.8shows the post-
adoption stage. 

4.4 Security Adoption Agreement Validity 

The ASF-SDLC framework provides rules and equations 
to estimate the percentage of compliance with the Security 
Adoption Agreement (SAA) in all of the stages. Table7 
presents the Matching Cases between customers’ security 
Demands (Ds) and in-house software development compa- 
nies’ security specifications from the existing resources in 
TABLES1,2,3,4,5, and6to define the percentage of Se- curity 
Adoption Agreement Level (SAAL). 

In-house software development company is responsible 
of classifying the matching of Ds with the existing resources of 
security specifications in each stage at AFS-SDLC. There are 
four main following rules below to classify the demands 

for each matching case degree, i:Number of demand,i 1, 
2, .., n, Di(w):the weight of the number of demand. 

Ds(i) ∈ SMR → (1 < Di(w) ≤ 3) ∴ theDs(i)classi f iestoDSMR(i) 

– Ds(i) ∈ MR → (0.5 < Di(w) ≤ 1) ∴ theDs(i)classi f iestoDMR(i) 

– Ds(i) ∈UMR → (0 < Di(w) ≤ 0.5) ∴ theDs(i)classi f iestoDUM 

– Ds(i) ∈UR → (Di(w) = 0) ∴ theDs(i)classi f iestoDUR(i) 
There are given equations that help for estimating the 

– average power of SAAL: To estimate the average of Pre-
Adoption Security Adop- tion Agreement Level (SAALP), 
the equation is: 

–  
 
 

(1) 

– To estimate the average of Adoption Security 
Adoption Agreement Level (SAALA), the same 
previous equation is: 

 

 
(2) 

–  

– To estimate the average of Post-Adoption Security 
Adop- tion Agreement Level (SAALPt), the same 
previous equa- tion is: 

 
 

(3) 
 

– The equation of estimating the average percentage 
of SAAL in the overall phases at the AFS-SDLC 
frame- work is: 

 
 
 

(4) 
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Fig. 5 A Simplified AFS-SDLC framework 

Fig. 6 Pre-Adoption Processes 
  

Table 7 MATCHING CASES RULES 

Matching Cases Degree Weight 
(w) 

Symbol SAAL

Strongly Matched with existing resources 
Matched with existing resources 
Undecided Matching with existing resources 
Unmatched with Existing Resources 

3 
1 

0.5 
-0.5 

SMR 
MR 
UM

R 
UR 

1 < Ds ≤ 3
0.5 < Ds ≤ 1 
0 < Ds ≤ 0.5

Ds = 0
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Fig. 7   Adoption Processes 
 

Fig. 8   Adoption Processes 

 

For implementation, the experiment below investigates 
how in-house software development companies estimate 
the cus- tomer’s security demands after the custom 
adoption. Sup- pose a customer has 20 Ds in the Pre-
adoption phase (5    Ds belong to DSMR, 8 Ds belong to 
DMR, 5 Ds belong   to DUMR, and 2 Ds belong to DUR), 
suppose a customer has 16 Ds in the Adoption phase (2 
Ds belong to DSMR, 3 Ds belong to DMR, 4 Ds belong to 
DUMR, and 7 Ds belong to DUR), and finally, suppose a 
customer has 10 Ds in the Post-adoption phases (4 Ds 
belong to DSMR, 2 Ds belong to DMR, 2 Ds belong to 
DUMR, and 2 Ds belong to DUR). In the pre-adoption 
phase: 
SAALPAV G(20)  =  ((5 ∗3)+(8 ∗1)+(5 ∗0.5)+(2 ∗−0.5))/(20)a 

number of highly ranked digital libraries, that were pub-the 

obtained result is (1.22) which belongs to  SMR match-lished 

between 2001 and 2022. The scanning process was ing case 

degree. In the adoption: 

SAALAAV G(16) = ((2 ∗3)+(3 ∗1)+(4 ∗0.5)+(7 ∗−0.5))/(16)dressing  

security  issues  within  the  context  of  information the obtained 

result is (0.46) which belongs to UMR match- security factors 

at SMEs for custom-made software clients ing case degree. In the 

post-adoption:                                                 

SAALPTAV G(10)  = 
((4 ∗3)+(2∗1)+(2∗0.5)+(2∗−0.5))/(10a)tic snapshot 
mapping revealed that a significant number of the obtained 

result is (1.4) which belongs to SMR matching case degree. 
Finally, the  
SAAlavg(20 + 16 + 10Ds) = ((1.22) + (0.46) + (1.4))/3. 

 

The final result is 1.02 which shows that the 
average of 46 demands in the Strongly Matching 
with existing resources. Hence, this result helps 
the decision makers in the project management 
and top management support to decide with 
customers about the average power of having 
custom de- mands which can be adopted from 
existing security resources. 

 
5. Conclusion 

In this article, we present biases, trends, and gaps 
in security resources at SMEs by conducting a 
systematic snapshot mapping review. We gathered 
recent research papers from studies were reviewed in the 
planning phase with 36 papers, the next highest numbers 
of papers were in the design and implementation phases 
respectively by 29, 27 papers. In the release phase, 25 
papers were reviewed. In the verification phase, 16 
papers were reviewed. The fewest papers were re- 
viewed during the maintenance phase with 12 papers. 
Fi- nally, this article proposes a strategic framework for 
improv- ing the process of adoption of the security 
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factors between clients and in-house software 
companies at SMEs. The pro- posed framework meets a 
variety of customers’ security de- mands with the in-
house software development companies’ during the 
negotiations to elicit the best practices on the agreement. 
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