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Abstract 
The popularity of short-form video platforms like TikTok has 
increased recently. Short-form videos are significantly shorter 
than traditional videos, and viewers regularly switch between 
different types of content to watch. Therefore, a successful 
prefetching strategy is essential for this novel type of video. This 
study provides a resource-effective prefetching technique for 
streaming short-form videos. The suggested solution dynamically 
adjusts the quantity of prefetched video data based on user viewing 
habits and network traffic conditions. The results of the 
experiments demonstrate that, in comparison to baseline 
approaches, our method may reduce data waste by 21% to 83%, 
start-up latency by 50% to 99%, and the total time of Re-buffering 
by 90% to 99%. 
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1. Introduction 
 

Mobile video streaming has quickly become one 
of the most popular types of online media in recent 
years. According to [1], video traffic accounted for 69% 
of all mobile data traffic, forecast to increase to 79% 
in 2027. Fueled by the new popular services about 
video sharing platforms such as TikTok [2, 3], Douyin 
[4, 5, 6], YouTube Shorts [7, 8] and so on, streaming 
short-form videos nowadays is widespread among 
mobile users. Users can watch, upload, and share 
various types of user-generated short-form videos 
with a duration typically a few minutes or shorter. 
Short-form video streaming has very different 
characteristics compared to traditional video 
streaming. The short-form video streaming platform’s 
algorithm recommends individual video content based 
on the user’s continued interaction with previous 
videos [9]. Viewers have limited control over video 
playback of the video material, originality in utilities, 
and content. In particular, to review the 
previous video or skip to the following video, a user 
can scroll the screen whenever he wants because a 

handy design facilitates finding the content that 
interests him most. 

However, if a viewer scrolls the screen (i.e., 
video switching) before the current video has been 
completely played, the downloaded but unwatched 
video data will be discarded [10]. This mechanism 
utilizes the HTTP-based protocol, which enables data 
transfer as quickly as TCP permits. Videos will be 
continuously downloaded in a list, but it does not 
allow using more buffers or bitrates than allowed. 
As the cached video data can withstand bandwidth 
fluctuations, such a buffering system could 
successfully prevent rebuffering events. But, 
buffering would result in significant mobile data loss 
when users switch short videos frequently. Moreover, 
recent measurement studies have revealed that 
commercial short-form video platforms adopt a 
straightforward streaming strategy in which videos are 
downloaded one after another to a user’s device. 
Unfortunately, this approach causes a significant 
waste of network resources [11]. Therefore, several 
buffer approaches have been proposed in work [12, 13, 
14, 15, 16, 17, 18] with the main idea to limit the 
amount of prefetched video data. This reduces data 
waste as a user scrolls to the following video. 
Practically speaking, when a user scrolls a video, to 
lose the least amount of data during video playback, 
he only needs to pre-download up to 1 second of video 
data. Having to pre-download a video is essential as it 
can help reduce buffer reloading so that the video 
playback can be sustained in poor network conditions. 
But if the number of the prefetched segments is too 
small, it can lead to many reverse events, thus 
significantly reducing the overall Quality of 
Experience (i.e., QoE) of viewers. Previous studies 
used deep learning to find the optimal value of the 
required buffer size to adapt to the current network 
bandwidth. The main issue with these methods is the 
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need to collect a lot of user data to train the deep 
learning model. Collecting user data is not an easy task 
when there are more and more user data protection 
laws are applied, such as GDPR [19]. 
In this paper, we propose a new resource-efficient pre-
fetching scheme for short-form video streaming over 
the mobile networks with assumed bandwidth 
fluctuations. Our proposed scheme has the main ideas 
that can be summarized as follows. 

• Firstly, our method adapts and automatically 
adjusts to network conditions to minimize data waste 
and re-caching time. 

• Secondly, our method dramatically reduces 
the startup delay when the user scrolls the video with 
prefetching segments of videos, not only the current 
video but also the following videos in the playlist. 

• Thirdly, we export the algorithm to predict 
segments in advance, automatically terminating video 
streams not used by the user, thereby limiting wasted 
time. 
The proposed solution is proven to be able to 
significantly reduce data wastage, re-buffering time, 
and startup latency. The remaining of our paper is 
structured as follows. Section 2 discusses the related 
work. Section 3 includes some basic concepts and 
related entity models. Section 4 elaborates the 
proposed scheme. Section 5 describes the performance 
evaluation. Finally, Section 6 concludes our findings 
and future work. 
 
2. Related Work 
 

Several previous studies have delved into the 
features of short-form video platforms, e.g. [20, 21, 
22]. However, they did not offer specific solutions to 
improve short-form video services. The methods are 
all limited in terms of fetching data. Previously, in 
some studies on conventional VoD streaming 
platforms (e.g., YouTube)., some authors proposed a 
method to limit the client’s buffer capacity to save data 
usage. According to the theoretical research, the 
client’s request to download the following segment 
will be put on hold when the client’s buffer capacity 
hits the threshold. That is the way the work [12] 
recommended the SARA algorithm by setting the 
buffer threshold value equal to 20s. Besides, in [13], 
they use the buffer threshold value equal to 30s. 
Although limiting cached data is an excellent way not 
to waste too much user data when using video 
streaming platforms, if you continue reducing the 

number of downloads before the threshold is 1 second, 
the user’s QoE will be adversely affected. So, 
challenges still exist for short-form video services, e.g., 
network [23], data wasted when scrolling through 
video, or waiting time for the following video to load. 
And the biggest problem that needs to be solved is 
how to avoid wasting data and still guarantee the QoE. 
Up till now, there have been several studies to handle 
the mentioned issue with positive results. To the best 
of our knowledge, some academics who had studied 
commercial short-form video sharing sites discovered 
that solutions [11], and [24] still waste a lot of video 
data. Because in [24] said, short-form video streaming 
platforms such as Douyin use a simple type of video 
download method (called Next-One strategy). Then 
videos are downloaded sequentially, and the download 
of the following video only starts after the download 
of the current video is complete. Like the Next-One 
method, WaterFall will only download the next video 
when the download is finished with the current video, 
but this method allows downloading the next two 
videos. Accordingly, we propose a technique called 
NPM (Network a resource-efficient Prefetching 
Method) based on deep reinforcement learning. We 
refer the interested readers to the studies [24, 25, 10, 
16, 26, 27, 28], to understand more clearly about DRL 
and compare similar streaming algorithms.  

Research in [24] proposed LiveClip, an adaptive 
streaming strategy employing the deep reinforcement 
learning (DRL) technique. They design their 
algorithms to work in time-varying scenarios based on 
predictions of the user’s interaction with the 
environment and network conditions. They also 
estimate the watch duration of subsequent videos. In 
another study, Ran el at. designed an algorithm called 
SSR, namely the short-form video streaming and 
recommendation system, which consists of a 
Transformer-based recommendation module and a 
reinforcement learning (RL) based bitrate adaptation 
streaming module [17]. Their design also includes 
user behavior, which they allocate to each short-form 
video to optimize the given QoE objectives. We 
understand the two examples above that have 
produced excellent results, but their methods still have 
some weaknesses. As stated, their systems often rely 
on predictions of user behavior to suggest a direction 
for improvement, and this is, in our opinion, very 
difficult to do precisely. Many other factors, such as 
the viewers’ interests in the video content, the 
smoothness of playback, and others, affect when 
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viewers switch between videos [29]. Whereby they 
improve QoE very well but have not entirely solved 
the problem of data waste. 

Furthermore, in [10], the authors propose a 
wastage-aware short-form video streaming method 
(WAS). In the WAS approach, the following 
segment’s download is planned so that the buffer 
occupancy is never higher than a predetermined 
threshold at any given time. It can help reduce data 
wastage in case of the user switches from one video to 
another during the playback process. In addition, 
borrowing the idea of Bitrate Adaptive Streaming, 
WAS dynamically adjusts the video bitrate based on 
the available throughput. Multiple versions with 
different bitrates of a video are prepared and stored in 
the server in advance. 
 

 
(a) System Architecture 

 

 
(b) User Session 

 
FIGURE 1: System architecture of the proposed 
system 
 

In another study [16], a more improved version 
of the WAS system called DUASVS is a deep 
learning-based short-form video streaming method. In 

DUASVC, once the prefetch duration of the current 
video reaches a threshold, the video player will shift 
to fetching the following video. They incorporate two 
models: Integrated Learning, which trains/outputs a 
set of candidate adaptation models where differ- 
ent members are specialized for different network 
conditions. The Online Model Selection model 
chooses the most suitable trained model to be used for 
each video in the streaming videos online. The 
common point of these studies is that they all require 
a large amount of user data. In [16], collecting such a 
large amount of data set in practice needs to contact an 
anonymous (short video) streaming vendor to 
provide datasets collected from their commercial 
video servers. We are concerned that with today’s 
many laws protecting user data, such data collection is 
almost impossible to do. 
A network-aware prefetching method for short-form 
video streaming [30] (we called it NaSP), they’re 
trying to find the segment and segment for the video. 
The selected value is the fixed interval they try to set 
according to the given network condition. However, 
this choice is not reasonable in our opinion. Because 
of constantly changing requirements and changing 
human behavior, the selection of values to consider is 
not good. Using the NaSP method, they tried to find 
the 𝐵𝑓𝑠𝑒𝑔 and 𝐾 values according to the segments. 
 

3.  Short-form video streaming background 
and problems 
 

In short-form video streaming, videos are kept on 
an HTTP server and transmitted to the user’s device. 
Each video is encoded into one or more variations with 
various levels of quality. Each version is divided into 
identical-long-play segments that are separated in time. 
Users can scroll while watching a video to view 
another one they like. The system must promptly show 
the user the video. 

Figure 1a shows the general architecture of the 
short-form video streaming system. We consider a 
scenario where users watch videos on a short video 
platform on their mobile devices and over wireless 
networks (e.g., Wifi, 4G/5G). Short videos are stored 
in an HTTP server where each video is encoded and 
split into multiple segments with the same playback 
duration. 
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To download a video from the server, the user device’s 
segment downloader sends HTTP requests for the 
individual video segments to the HTTP server. When 
requests are received, the HTTP server responds with 
the requested segments to the client via HTTP 
response messages. A decision engine decides which 
segments should be downloaded. After sending the 
request, the downloader receives the requested video 
segment and stores it in the buffer. The user/player 
then decodes the incoming video segments and 
displays them on the user’s device screen. 

Figure 1b shows a typical user session in our 
design. Generally, in a current video streaming system, 
each video is divided into multiple segments at the 
server side. But the content of those videos are 
independent and unrelated to each other. However, in 
our design, whenever a client requests to download 
segments of next videos, next videos are sorted in the 
order of related content. For example: if the current 
video content is about football, then the next video 
will have football-related content too. A video, after 
being downloaded, will be removed from the sorted 
download list, thereby saving the cache and limiting 
the possibility of a second download when previously 
downloaded.  

There are two critical challenges in short video 
streaming. First, the system should ensure high 
Quality of Experience (QoE). For that, the system 
should be able to maintain high video quality and, at 
the same time, avoid playback rebuffering. Playback 
rebuffering occurs when a video segment is after its 
playback deadline. This problem has usually caused 
by significant drops in available network throughput 
and harms the user’s QoE [11]. Startup delay is 
another critical factor of QoE in fast video streaming. 
Startup delay refers to the time from the user clicks 
a video to the time the playback of the video begins. 
Because users often change the content to watch, 
providing low startup delay is especially important to 
ensure a satisfactory user experience.  

The system must reduce data waste as the second 
problem. Data is wasted when a user switches the 
video they are watching since all the video data that 
has already been downloaded for that video is thrown 
away. Recent research [24], [11] indicated that on 
commercial short video streaming sites, roughly 45% 
of the downloaded video material is eventually lost. 
Therefore, it is crucial to minimize data loss when 
streaming quick videos. 

Finally, this suggests the following explanation for the 
problem with fast video streaming. Choose the best 
time for the videos in the current playlist to download 
to enhance user viewing enjoyment and reduce data 
usage under varied network circumstances and 
dynamic user behaviors.  

In order to estimate the number of prefetching 
segments, our method must intake the following 
parameters, which are defined by work [30], including: 
average throughput, buffer size, and start-up delay. 
The average network throughput (𝛾) is given by:  
 

𝛾 ൌ
ଵ

ௐ
∑ 𝑇ℎ𝑟𝑝ሺ𝑡ሻௐ

௧ୀ௧ౙ౫౨౨ ౛౤౪ିௐ  (1) 

Where: 

 𝑇ℎ𝑟𝑝ሺ𝑡ሻ: network throughput at time 𝑡 

 𝑡 = 𝑡𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑊: a time point within the 
range from the current time to the past 𝑊 
seconds. 

 𝑊: monitoring window of 𝑊 seconds. 

The buffer size 𝐵𝑓ሺ𝑣௧, 𝑙௧ሻ  of video 𝑣௧  after 
downloading segment 𝑙𝑡 is given by: 
 

𝐵𝑓ሺ𝑣௧, 𝑙௧ሻ ൌ 𝜏 ൅ max ൬𝐵𝑓ሺ𝑣௧, 𝑙௧ െ 1ሻ

െ 
𝜏𝑇ℎ𝑟௩೟

𝑇ℎ𝑟𝑝ሺ𝑡ሻ
, 0൰            ሺ2ሻ 

Where: 
 

 max ቀ𝐵𝑓ሺ𝑣௧, 𝑙௧ െ 1ሻ െ  
ఛ்௛௥ೡ೟

்௛௥௣ሺ௧ሻ
, 0ቁ:   

Rebuffering time at segment 𝑙௧ of video 𝑣௧. 
 𝜏: the duration of one segment. 

Start-up delay (𝐷𝑒𝑙𝑎𝑦(𝑖)) of video 𝑣௜: 
𝐷𝑒𝑙𝑎𝑦ሺ𝑖ሻ ൌ max൫𝑡௕ሺ𝑖, 𝐵𝑓଴ሻ െ  𝑡௔ሺ𝑖ሻ, 0൯     ሺ3ሻ 

Where: 

 max ቀ𝑡௕ሺ𝑖, 𝐵𝑓଴ሻቁ: time when the first 

𝐵𝑓଴ segments of video 𝑣𝑖 are downloaded 
completely. 

 𝑡௔ሺ𝑖ሻ: a time a user scrolls to video 𝑣௜. 
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4. Proposed Network-aware Prefetching 
System - NPM 

FIGURE 2: Our proposed recommendation system for content conversion models 

 

 
 

FIGURE 3: Gaussian-distributed User’s watching time parameter 
 

4.1. Overall system operation 
Figure 2 depicts our proposed design for 

TikTok’s video scrolling system. The overall 
operation can be described as follows: 

 The Client (Creator) uploads the video. And 
at the same time, there will be a provision for 

them to upload the video for the client. 
Uploaded short videos will go through the 
load balancer, effectively distributing the 
traffic to the server to improve the best speed 
and performance and ensure the server not to 
work with excessive movement. 
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 Next, the short videos are passed through the 
upload service and saved to the database. To 
playback the short videos for the clients to 
watch, the server divides the video into 
several segments. Those video segments 
continue to be passed through the load 
balancer. Still, before the clients can enjoy 
those short videos, they will go through one 
processing step called - NPM. NPM is 
designed to significantly reduce the start-up 
delay for users when scrolling videos 
(described in the following subsection). 

 Finally, the video reaches the Client (Viewer), 
who can experience the short-form videos 
without interruption. 

4.2. Network resource-efficient Prefetching 
Method – NPM 
 
NPM - Network resource-efficient Prefetching 
Method is designed for short-form video streaming to 
improve the quality of user experience by optimizing 
the resource network. 
 

4.2.1. Selection of number of pre-fetched 
segments 
 

Intuitively, to reduce the waiting time for a user in 
each specific interval, we need to find a good way to 
buffer (or prefetch) fewer data. It leads to the fact that 
we should specify 𝐵𝑓𝑠𝑒𝑔 - the threshold of the number 
of segments that can be pre-fetched. 𝐵𝑓𝑠𝑒𝑔 is to be the 
function of the present network bandwidth, bit rate, 
user’s watching time, since downloading the videos in 
the current playlist is influenced by variable network 
throughput conditions, user’s bitrate conditions, and 
dynamic user behaviors. Although, the smaller the 
value of 𝐵𝑓𝑠𝑒𝑔, the lower the loss. But choosing 𝐵𝑓𝑠𝑒𝑔 
too small can lead to re-buffering under a reduced state 
of the network throughput condition.  
Therefore, we suggest dynamically adjusting the 
number of prefetched segments based on current 
network conditions. The whole process will finally 

result in a certain data waste, rebufferings, and start-
up delays that, in turn, have a certain impact on the 
overall service experience of users. 𝐵𝑓𝑠𝑒𝑔 is fitted by 
Polynomial Regression from the 3 variables:  
Let 𝐵𝑊𝑥 denote the bandwidth variations trace, 𝑇ℎ𝑟𝑦 
denote the throughput variation trace, and 𝑈𝑇𝑧 denote 
the user’s watching time trace. 

The bandwidth trace is used from [31], while the 
throughput trace is taken from [30]. The throughput 
trace files can be illustrated in Figure 4. For the user 
watching time, because identifying user behavior is 
very challenging [32], a classical strategy to deal with 
the situation of having no prior information in the 
implementation is to use a Gaussian distribution for 
the parameters of interest. Therefore, we use Gaussian 
distribution to create user behavior traces for user 
scrolling behaviors, as illustrated in Figure 3.  
The resulted 𝐵𝑓𝑠𝑒𝑔 is then fitted to the function as 
follows: 
 
𝐵𝑓𝑠𝑒𝑔 = 𝐵𝑊𝑥 + 4.5523𝑇ℎ𝑟𝑦 + 2.072𝑈𝑇𝑧 − 2     (4) 
 
with: confidence interval of 95% and constant of 0.13. 
The found 𝐵𝑓𝑠𝑒𝑔 will be, then, used in the NPM 
algorithm in next step. 
 
4.2.2. NPM algorithm 
 
Finding a new video to load into the system is essential 
because it affects the overall experience of users over 
the service. For example, downloading a new video 
with different content will take us a long time to reload 
the new video. 
In general, if a new video with different content is 
prefetched to the buffer, it may be likely not the 
content a user desires to watch. So it will take time for 
this user to find another video of the same content type 
and reload it to the system (i.e. long video switching 
time). As the result, the long video switching time will 
badly affect on the user’s satisfaction while using the 
video streaming service. 
Therefore, NPM automatically finds videos with the 
same content as the current videos and downloads 
them based on user behavior. Those found videos will 
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be saved to the counter before being displayed on the 
client’s device. When a user scrolls to the next video, 

NPM automatically ends the previous video stream to 
release the buffer for the following video. 

 
FIGURE 4: Throughput variation on each throughput trace file. 

 
Provided a user scrolls to the next video while 
watching the current video, in that case, 𝐵𝑓𝑠𝑒𝑔 - the 
prefetched segments - is also considered waste data.  
It can also be noted that the higher the value of 𝛾, the 
lower the value of 𝐵𝑓𝑠𝑒𝑔 with a minimum buffer size 
of two segments. This is to facilitate no startup delay 

when the user scrolls from one video to another one. 
Specifically, the algorithm considers the following 𝐾 
videos to the current video in the playlist.  
Let 𝑄𝑣 denote the play progress of the video, 𝑃𝑣 denote 
the playback of the video, 𝑛 denote the total number 
of videos users watch in a viewing session, and 𝑡𝑥𝑣 is 
the current video watch time of video 𝑣. 

 
Step 01: 
NPM defines the average throughput 𝛾 according to 
formula (1) and the buffer size or the max number of 
prefetched segments 𝐵𝑓𝑠𝑒𝑔 according to formula (4). 

  
Step 02: 
In this step, during the viewing session, NPM 
continuously compares the buffer size of the current 
video with 𝐵𝑓𝑠𝑒𝑔. If the current buffer size is less than 
𝑓𝑠𝑒𝑔, NPM will download 1 second of the following 
segments of the current video until the buffer size 
exceeds threshold 𝐵𝑓𝑠𝑒𝑔.  
If the amount of video data 𝑣 left in the buffer is larger 
than the segment 𝐵𝑓0, the video can continue to be 
played back. After that, NPM will continue 
prefetching B𝑓𝑠𝑒𝑔 segments of the next 𝐾 videos into 
the current playlist. 
 

Step 03: 
In this step, before buffering, if the case of step 2 is 
not satisfied, NPM will find new videos of similar 
content to load into the list, continuing to segment and 
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to load these segments as specified Step 2, until the 
end of the video is loaded into the buffer. 
The pseudo-code of NPM can be found in Algorithm 
1. 
 

5. Performance Evaluation 

 
(a) Waste (s) 

 

 
b) Total time of Re-buffering (s) 

 

 
(c) Start-up delay (s) 

 
FIGURE 5: NPM vs. reference methods under trace #1 

 
 
 

5.1. Experimental Settings 
In our experiment, the experimented videos (or films) 
are 15 seconds long and have a constant bitrate of 
1Mbps (so that each video will have 15Mb in size),  

 
(a) Waste (s) 

 

 
b) Total time of Re-buffering (s) 

 

 
(c) Start-up delay (s) 

 
FIGURE 6: NPM vs. reference methods under trace #2 

 
and the threshold of the number of next videos that can 
be pre-buffered 𝐾 = 4. The videos are then each split 
into 15 successive one-second chunks. 
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In our evaluation, we do not address additional factors 
like resolution. The performance of our solution and  

 
(a) Waste (s) 

 

 
b) Total time of Re-buffering (s) 

 

 
(c) Start-up delay (s) 

 
FIGURE 7: NPM vs. reference methods under trace #3 

 
other existing methods are measured under various 
network conditions (i.e., network throughput per 
second) emulated by the three network traces shown 
in Figure 3.  

The experiment is written in Python and tested on a 
computer running 64-bit Windows 10 with the 
following configuration: 16384MB of RAM and an 
Intel(R) Core(TM) i7-6500U CPU @ 2.50GHz (4 
CPUs), 2.6GHz processor. 
NPM is compared with the three reference methods 
with the main characteristics and operation briefly 
described as follows: 

 Next-one [33]: This method separately 
buffers each segment of the video to be 
viewed. The following video will not start 
buffering until the previous one has finished 
downloading. The maximum number of 
subsequent videos that will automatically be 
buffered and cached is 1.  

 Waterfall [33]: The following videos will only 
be downloaded if the current video has 
finished downloading, just like the Next-one 
technique. The main distinction is that two 
additional videos can now be buffered, which 
may cut re-buffering time but increase the 
waste time.  

 NaSP [30]: The suggested technique works 
similarly to our method by prefetching 
sections of the current video and the videos 
that will follow it in the playlist. The 
technique, however, also dynamically 
modifies the number of buffered segments 
following the current network circumstances 
but with given conditions. Not suitable for 
network fluctuations that change continuously. 

In contrast to NPM, the Next-one and Waterfall 
techniques have a set amount of segments and films 
that will be buffered. This is unreasonable and cannot 
be applied dynamically to the non-constant user and 
network throughputs. Besides, NaSP uses a similar 
strategy to ours. However, NaSP segmentation is 
inefficient, and the video fetching is inconsistent 
because this method uses a specific range of 
conditions to deal with large bandwidth changes. At  
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TABLE 1: Performance of NPM vs. reference methods under different throughput traces 
 

Method  NetOne Waterfall NaSP  NPM 

Throughput trace #1  
Waste  168.36 177.25  70.27  44.63 

Total time of Re-buffering  10.21  9.43  0.93  0.24 
Start-up delay  9.77  9.06  0.82  0.19 

Throughput trace #2  
Waste  126.66 130.29  65.47  47.14 

Total time of Re-buffering  17.28  16.85  9.15  0.68 
Start-up delay  14.89  14.65  8.24  0.43 

Throughput trace #3  
Waste  128.54 128.54  79.38  40.26 

Total time of Re-buffering  16.2  16.2  1.47  1.08 
Start-up delay  14.54  14.54  0.5  0.25 

the same time, our approach will automatically adapt 
to changing network conditions.  
To simulate actual network conditions and verify how 
NPM works in reality. We use three network 
bandwidth traces from mobile networks [30], as 
shown in Figure 4 with 250s. 

 Throughput trace #1 emulates a relatively 
high throughput averaging close to 5000Mbps 
with slight fluctuations.  

 Throughput trace #2 emulates the condition in 
which the network throughput fluctuates 
considerably, with an approximate average 
speed of about 3000Mbps. 

 Throughput trace #3 emulates a network 
condition with moderate fluctuation at a speed 
of about 2000Mbps. 

5.2. Experimental Results 
 

In this paper, three evaluation metrics are taken into 
account: 

 Waste time: the time spent caching a video 
that the user has never watched. 

 Start-up delay: the interval between when a 
user selects the following video and when that 
video is ready for playback.  

 Total time of Re-buffering: The time the user 
must wait until the video starts playing. 

The performance of NPM is measured in three 
different network throughput conditions (i.e., three 

different trace files), summarized in Table 1 and 
visualized in Figure 5, Figure 6, and Figure 7. 
As seen in Figure 5, with the Throughput trace #1, 
NPM has waste time lower than NaSP by about 31 to 
46%, and lower than NextOne and Waterfall by about 
64 to 83%. The total time of re-buffering and Start-up 
delay of NPM is reduced by up to 99% compared to 
the three reference methods. 
As seen in Figure 6, with the Throughput trace #2, 
NPM has a Waste time lower than NextOne and 
Waterfall by 55 to 72%, and lower than NaSP by about 
21 to 35%. Furthermore, NPM shows a 90 to 97% 
reduction in total buffer time compared to the three 
methods. In this network condition, the start-up delay 
is about 94 to 99% lower than the three reference 
methods. 
As seen in Figure 7, with the Throughput trace #3, the 
first 20 seconds make the start-up delay inevitable. 
However, NPM can still reduce start-up delay from 96 
to 99% compared to NextOne and Waterfall, and 50% 
compared to NaSP. Waste time of our NPM method is 
still reduced by 65 to 73% compared to NextOne and 
Waterfall method, 45 to 53% reduction compared to 
NaSP method. The total Re-buffering time of NPM is 
still 91 to 96% lower than NextOne and Wastefall 
and 50% lower than NaSP.  
As summarized in TABLE 1, we can conclude that 
NPM is proven to outperform the referenced methods 
under three typical network conditions in terms of 
Waste time, Total time of Re-buffering, and Start-up 
delay. The reduction of those 3 parameters will 
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improve the overall user satisfaction over the video 
streaming service.  
In addition, the findings prove two points: 

 First, there is time wastage caused by the 
buffered videos that users never watch 
because they switch to the next video. If this 
time wastage can be reduced, the user 
satisfaction could be increased.  

 The second is the re-buffering period, during 
which the user must wait for the viewing 
section to buffer fully. Therefore, this period 
should be decreased as well. 

6. Conclusion 
 

In this paper, we have demonstrated the way to 
send short videos to viewers via time-varying 
networks. By pre-downloading portions of videos, 
including the current video and the following videos 
in the playlist, our suggested solution drastically 
reduces startup delay when the user scrolls the video 
and minimizes data waste and recaching time. 
Compared to the 3 most recent reference methods, the 
experimental results show that our method reduces 
data waste by 21% to 83%, startup latency by 50% to 
99%, and overall re-buffering time by 90% to 99%. 
Although NPM has improved the three concerned 
metrics significantly, the metric - quality of 
experience (QoE) from clients’ perspective – has not 
been fully considered. This metric opens a new 
challenge for our future work when all methods should 
finally receive a high QoE score ranked by users’ 
subjective experience. 
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