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ABSTRACT 
Morphological analysis is a branch of natural language processing, 
is now a rapidly growing field. The fundamental tenet of 
morphological analysis is that it can establish the roots or stems of 
words and enable comparison to the original term.  Arabic is a 
highly inflected and derivational language and it has a strong 
structure. Each root or stem can have a large number of affixes 
attached to it due to the non-concatenative nature of Arabic 
morphology, increasing the number of possible inflected words that 
can be created. Accurate verb recognition and extraction are 
necessary nearly all issues in well-known study topics include Web 
Search, Information Retrieval, Machine Translation, Question 
Answering and so forth. in this work we have designed and 
implemented an algorithm to detect and recognize Arbic Verbs 
from Arabic text.The suggested technique was created with 
"Python" and the "pyqt5" visual package, allowing for quick 
modification and easy addition of new patterns. We employed 17 
alternative patterns to represent all verbs in terms of singular, plural, 
masculine, and feminine pronouns as well as past, present, and 
imperative verb tenses. All of the verbs that matched these patterns 
were used when a verb has a root, and the outcomes were reliable. 
The approach is able to recognize all verbs with the same structure 
without requiring any alterations to the code or design. The verbs 
that are not recognized by our method have no antecedents in the 
Arabic roots. According to our work, the strategy can rapidly and 
precisely identify verbs with roots, but it cannot be used to identify 
verbs that are not in the Arabic language. We advise employing a 
hybrid approach that combines many principles as a result. 
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1. INTRODUCTION  

 
One of the top languages spoken worldwide, Arabic is 

one of the recognized languages of the United Nations   and 
has millions of original speakers [1], and one of the most 
popular languages on the Internet [2]. Arabic is a linguistic 
variation well renowned for its deep and rich morphology [5]. 
The computerized translation from and into Arabic has 
become much more difficult because of the addition of 
Arabic morphology to other language components [1, 3, 4]. 
Arabic is renowned for its inherent ambiguity, with a single 
hword indicating a variety of meanings [6, 7], furthermore, 
vocalizations can be used when writing Arabic (diacritics). 
The vowel letter does not have any diacritical marks, and 

each word letter in Arabic has a sign call (haraka), which 
literally means "motions." [8, 9] The possible candidates are 
Fathah, Kasrah, Dammah, Sukun, Shaddah, and Tanween.  
Arabic has a number of morphological characteristics that 
make error diagnosis and feedback difficult [10, 11, 12]. The 
need to evaluate Arabic morphology and its application in 
automated analysis systems are two issues that the Arabic 
language is currently facing. As a result, word analysis and 
information retrieval are crucial steps in many NLP 
applications [13, 14]. Dealing with the internal structure of 
words is usually referred to as morphology; this aspect 
analysis helps analyze the word constitution, including 
affixation, roots, and pattern [15, 16]. Inflectional or 
derivational are the two fundamental ideas used to categorize 
morphology. A stem with a known formation is given 
inflectional treatment. The grammatical class of the word, 
such as noun, verb, and so on, remains unaffected but, 
Inflection can affect gender, number, tense, person, and voice.  

On the other hand, derivational morphology adds a 
group of morphemes to a given word that may change its 
syntactic category [13, 17]. It is difficult to distinguish 
between these two classifications, and it varies depending on 
the language [13]. The Rule-based and statistically based 
approaches to Arabic NLP are the two most used methods. 
The rule-based methodology is based on manually generated 
morphological or grammatical rules that were created by 
linguists. Arabic described as having an interwoven root and 
pattern. The consonantal root of an Arabic verb is made up 
of three or four consonants that are often constant across all 
of its conjugated forms; A conjugated form's remaining 
details are referred to as its pattern. The patterns change the 
root's meaning to produce a number of related words [20].  
Without compromising the sense, a fragmented text should 
be paraphrased, some systems aim to extract a verb 
conjugation, while others only need the verb's surface form 
[21]. The study of Arabic morphology has been the subject 
of several researches. They employ three strategies in these 
works, the first approach using symbols, the second approach 
using statistics, and third is hybrid approach. The Symbolic 
method relies on stripping away all prefixes and suffixes in 
an effort to get at the Arabic surface word's source,   In 
statistical methodology, the probability that a prefix, suffix, 
or template will exist in a corpus of surface words is 
calculated, While the hybrid approach combines morpheme 
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combination rules with statistics [25]. The majority of Arabic 
texts that are still in existence are created in the official 
Modern Standard Arabic Text language (MSA), but as more 
people use social media sites like Facebook, Google 
Moderator, and Twitter, the quantity of informal, colloquial 
Arabic texts grows. The majority of Arabic texts that are still 
in existence are written in the formal Modern Standard 
Arabic Text (MSA), but as more people use social media sites, 
the quantity of informal, colloquial Arabic texts grows [26]. 
Arabic ordinary speech is composed of particles, articles, 
conjunctions, pronouns, adjectives, adverbs, and adjective 
parts. The verb is a word that expresses a state of affairs or 
the occurrence of an action at a specific moment; it illustrates 
action that is tied to time and can take place in the present, 
past, or future [30].  We have devised and implemented a 
morphological analyzer that is independent of the stems 
dictionary and does not execute the morphological analysis 
using the rules in order to deal with these problems. The most 
of studies on Arabic language processing employ   methods 
for removing affixes from word, the approach  we use in this 
work does not require grammar or machine learning 
applications. Instead, our approach repeatedly compares the 
word with patterns of equal length until it is found. It begins 
with the word's root and uses the pattern to determine 
whether or not the word is a verb. 

 

2. BACKGROUND  
Arabic is divided into three primary varieties: Classical 

Arabic, used in literary materials and the Quran; Modern 
Standard Arabic, used in formal speeches and writing; and 
Arabic Dialects, used in casual conversations and day-to-
day interactions [2]. Due to the morphological 
characteristics of Arabic sentences and words, the syntax 
and semantics of Arabic texts are difficult [31]. Both the 
grammar and the semantics of the sentence are complicated. 
It also includes an enormous number of vocabularies, such 
as word origins used as nouns or verbs, synonyms, and 
antonyms [32]. Due to its complexity in form and meaning, 
Arabic sentence construction depends on the verb 
morphology.  Arabic verbs come in two voices (active and 
passive), and three tenses (perfect, imperfect, and 
imperative). Using well-behaved morphological principles, 
verbs can be conjugated in a variety of tenses, voices, and 
moods. The abnormalities are brought on by some root 
consonants' phonological restrictions [11]. Arabic is 
primarily a derivational language, meaning that the majority 
of its words are constructed using a variety of morphological 
"patterns" that combine several base words (roots). Around 
of (9464) Arabic roots can be found, most of these roots are 
trilateral, and the remaining are quadrantile roots. only 
(2214) of the aforementioned roots are being used often. The 
experimental study conducted that only (130) of these are 
regularly utilized. Words in Arabic can be verbs, nouns, or 
particles. Arabic verbs fall into three categories: imperative, 
present, and past.  A limited number of morphological forms 

created by preceding researchers and experts effectively 
encode the morphological characteristics for each category. 
The behavior of verbs when coupled with pronouns, which 
frequently occurs in Arabic prose, is also reflected in these 
forms. Thus, storing all pertinent morphological forms and 
their properties is one of the most effective methods for 
encoding verb knowledge [27]. 

RELATED WORKS  

Natural language processing research is a major topic in 
software development and research.  Arabic contains a 
complicated set of morphological rules, a rich feature system, 
and a combination of template and affixation morphemes 
[23]. Because Arabic verb morphology has such a vast 
variety of form and meaning, it is essential to the creation of 
an Arabic sentence. Arabic verbs can be derived from 
triangular or quadrangular roots using one of the most 
common techniques [11].  In Arabic, the verb is frequently 
used to convey a past general or particular circumstance, an 
assertion, or a recollection of a past state or occurrence 
indicated by the primary Verb [30]. In the Table 1, we will 
discuss some of the prior studies on the subject of identifying 
verbs in various ways and at various periods in the rest of this 
section of the study. 

Table 1. Verb Detection related works 

Years Author(s) Discussion 

2020 Mohamed 
Tahar Ben 
Othman, 

Mohammed 
Abdullah Al-
Hagery,  And

Yahya 
Muhammad 
EL Hashemi 

A model for understanding an Arabic 
sentence is presented to identify 
Arabic verbs, Furthermore, a novel 
morphological model based on 
regular expressions is established. All 
three-letter Arabic verb roots were 
organized in a hash table. The syntax 
of Arabic sentences was derived and 
examined using a collection of 
principles that make up Arabic 
grammar. Their regular expression 
engine can identify about 87% of the 
verbs that are displayed [32]. 

2022 Raghad 
Alkhudair and 
Mohammad 

Aljutaily 

They give a detailed examination of 
the pattern of trilateral perfect passive 
verbs.  They demonstrate that the 
pattern shows many diachronic 
transitions among speaker 
generations, which suggests that one 
attribute of a language is 
changeability, according to the data. It 
is hoped that these results would 
significantly advance our 
understanding of the literature in 
general and the passive construction 
in particular [19]. 

2019 Teguh Ikhlas 
Ramadan, 
Moch Arif 

Bijaksana, and 

Describe a technique for recognizing 
verb pattern types in classical Arabic. 
For those who want to understand 
Arabic from a morphological 
standpoint and find it essential to 
process material derived from the 
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Arief Fatchul 
Huda 

Holy Qur'an in particular, it makes 
studying Arabic easier. They show 
that comprehension of verbs is the 
initial step in comprehending Arabic 
morphology. The purpose of this 
method is to comprehend how the 
rules for reading patterns with 
prefixes, diacritical markings, and 
verb suffixes operate [22]. 

2017 Samia Ben 
Ismail, Sirine 
Boukédi, and 
Kais Haddar 

For the Arabic language, they 
developed a transformation system 
that generates derivational versions of 
each variety of Arabic verb with head-
driven grammar. In order to validate 
them with the platform for 
constructing linguistic knowledge, the 
proposed type hierarchy is used to 
formulate the imagined derived forms 
in Type Description Language. Most 
of the derivational forms are produced 
by the rules that have been introduced 
to Linguistic Knowledge Building, 
which also provides solid results 
quickly [23]. 

 

PREPROCESSING 
Pre-processing is a method for enhancing a text by 
eliminating superfluous elements [28]. It's a crucial step in 
improving the effectiveness of algorithms. The texts must be 
free of punctuation, diacritics, numerals, and non-Arabic 
letters [6, 36]. In the area of Arabic word preprocessing, a 
variety of procedures are frequently applied.  

Tokenization 
Is a method of segmenting text so that it separates each word 
from the next by using the initial space. it is the process of 
swapping out sensitive data with one-of-a-kind identification 
symbols that keep all of the data's necessary information 
while without jeopardizing its security [35]. 

 

Normalization 
Removal of unwanted letters, punctuation, and non-letters 
from a text is known as normalization. The letters are being 
returned to their former positions through this process. The 
normalization process consists of the following steps: 
remove non-letters, remove punctuation, and remove 
diacritics [36, 37]. 
 
Stop words Removal 
Words with minimal meaning are included in a stop word list. 
they are merely used to describe syntactic rules [18]. Due to 
their relatively high frequency, they have the potential to 
influence the retrieval process. Additionally, they tend to 
minimize the effect of frequency variations amongst the 
unusual words, which finally influence the weighting 
procedure [38]. The document length is altered by 
eliminating the stop words, which has an impact on the 
weighing procedure. Due to their nature and the lack of 

meaning they convey, they also influence the efficiency of 
text processing, which could lead to a significant quantity of 
ineffective processing [29]. 
 

1. PROPOSED MODEL 
We will go through some key ideas before describing 

the technique used to locate Arabic verbs so that you can 
understand it before we get into the specifics of our work.  
The roots of the Arabic language form its basis. A word's root 
is its most fundamental form, the part of the word that 
remains after all affixes have been eliminated, and cannot be 
further explored without losing its identity [33]. Simple 
nouns and verbs are produced by combining these roots with 
a range of vowel patterns, which affixes can be attached to 
produce additional complex derivations and forms [24]. 
Patterns play a big role in Arabic morphology and 
lexicography. They are made through the processes of 
vocalization and affixation. Multiple patterns are produced 
from the base pattern, and each root can be coupled in a 
canonical way with orthographically distinct patterns to 
create new words [33]. In order to extract the root using the 
pattern and then apply the pattern to identify the word and 
ascertain the verb, we use the previously described notions of 
the root, pattern, and word. Pre-processing which is a set of 
fundamental procedures in most NLP applications.  In this 
work, we have design these preprocessing functions as 
following, in Figure (1) the function of normalization and 
diacritics removal, which is showing how to replace some 
letters with their original letter, and shows how to remove 
diacritics that are not important here in our work. The 
procedure of separating and deleting repeated words is a very 
significant process in the processing of natural languages, As 
a result, we have provided in Figure (2) below the mechanism 
of how this function operates. In Figure (3), the function to 
remove stop words, which was previously prepared in a list 
or text file, is explained so that it is not processed as 
previously explained in the preceding sections.  A list of 
clean Arabic words that can be utilized for verb recognition 
tests or other NLP exercises is the output of the third function. 

 

Figure (1) Normalization function 
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Figure (2) Tokenization function 

Figure (3) Stop words removal function 

The preprocessing procedure is finished, and the data is now 
available for usage. The method in Figure (4) calls the three 
previous functions sequentially, reads each word in the list, 
and then compares it to a pattern with the same amount of 
letters. A temporary root is then created from the word by 
comparing the basic letters in the pattern to their positions 
within it. This temporary root is used for the same pattern; if 
this word is not produced, the temporary root and pattern are 
ignored, the same word has been compared with the 
remaining patterns, and it is not stopped until the word and 
root have been obtained or the end of patterns has been 
reached; if the temporary root and pattern produce the same 
entered word, the proper root is chosen, and the pattern is 
determined. The pattern will be chosen and selected by the 
algorithm, which will then determine if it is a pattern for 
verbs or not. As a result of the fact that it is frequently used 
to refer to verbs, adjectives, and other nouns. 

 

Figure (4) Detecting Arabic verb Algorithm in pseudocode 

2. METHODOLOGY 
The broad plan and justification for the research project 

are referred to as the methodology. In order to create a 
strategy that meets objectives, it entails understanding the 
approaches currently being employed in the field as well as 
the ideas or guiding concepts that underpin them. The process 
of putting a plan or design phase into action is called 
implementation. Therefore, if something is to genuinely 
happen, action must occur before any initial idea. For an 
implementation process to be effective, numerous tasks 
between various stages must be finished. We work hard to 
use professional techniques and tried-and-true processes in 
order to get the greatest results. We constructed 
preprocessing stages and presented an algorithm using the 
Python programming language because it is currently one of 
the most widely used programming languages in a variety of 
industries and domains, that also uses natural language 
processing and machine learning. The fact that Python is a 
free and open-source programming language is another 
factor. As a result, several of the functions and processes we 
developed can be easily utilized in other applications, with 
the potential for future development and expansion. Finding 
the root is the morphological analyzer's most crucial role. In 
this field, the majority of algorithms either remove affixes or 
follow morphological and grammatical norms. The meaning 
lies at the core of the pattern, which encompasses all 
morphological combinations. We'll go through some basic 
algorithms designed to take a word's root and identify its 
pattern of correspondence. In this paper, we offer a root 
extraction algorithm that is composed of three 
straightforward phases, each of which is referred to as a stage 
of a sub-algorithm. These steps are carried out following the 
text's preparation, during which all undesirable terms such as 
stop words, vowels, digits, etc. are eliminated. 

 

3. DISCUSSION 
Our root-based approach overcame the ambiguity of 

Arabic verbs by using the link between word-root-pattern and 
name discovery and recognition. The primary goal of this 
work is to investigate the connections between the three 
elements "word", "pattern" and "root". The Arabic term is 
concentrated on the connection between the pattern and the 
root. If we follow the right pattern, separating the word's root 
from it is not a challenging problem. Determining the right 
pattern is crucial. If they are a part of the pattern or not, the 
affixes occasionally cannot be continuous. We can 
immediately access the roots without removing affixes, 
which speeds up the process and avoids eliminating the 
word's starting letters. The presence, arrangement, and 
comparison of the letters inside the word as well as the letters 
within the pattern letters besides the time required for the 
removal process itself, the removal of affixes can 
occasionally result in blunders by omitting some of the 
original word's fundamental letters. Affixes are added or 
subtracted from the pattern rather than being added or 
removed, and the result, the root, is then reviewed after 
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comparing the same-length words and patterns. The obtained 
root is then used to retrieve the initial word. In a reverse 
approach because the root is necessary and is assumed to be 
true if the original word is obtained. All these elements make 
it challenging to carry out the required procedures when 
dealing with natural languages. In such exceptional 
circumstances, by determining how the letters are ordered in 
both the word and the pattern, assigning values or weights, 
and choosing the most valuable or weight as the proper root, 
we can easily compare different patterns to determine which 
ones are most appropriate. 

 

4.  CONCLUSION 
There is a large degree of word overlap and word 

migration into Arabic.  One root can be many terms when it 
interacts with a pattern. In this work, we introduced a pattern-
based method and morphological features. Our approach 
primarily focuses on the word's structure rather than the 
existence or placement of individual letters in the word. The 
lack of distinction between the basic letters of the word and 
the extra letters is one of the most difficult problems that 
researchers in this subject must deal with. These 
modifications found in the majority of natural languages, and 
they serve an important purpose in converting speech into a 
collection of several temporal conjugations, including past, 
present, future, and others. We had presented a method for 
identifying Arabic verbs in texts from electronic news 
sources. This work makes a contribution by offering a 
method for verb recognition. The suggested method 
compares two original words and a pattern with the same 
number of letters instead of removing any affixes at all from 
any of its phases. An arbitrary candidate root is produced as 
a result of this comparison and is then utilized to produce the 
same word as the one that was extracted from. We have put 
the suggested algorithm to the test using various Arabic text 
files in order to assess it. In our tests, we discovered that for 
terms with Arabic origins, verb recognition is extremely 
accurate. 
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