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Abstract 
Wireless Sensor Networks (WSNs) have many potential 
applications and unique challenges. Some problems of WSNs are: 
severe resources' constraints, low reliability and fault tolerant, low 
throughput, low scalability, low Quality of Service (QoS) and 
insecure operational environments. One significant solution against 
mentioned problems is hierarchical and clustering-based multipath 
routing. But, existent algorithms have many weaknesses such as: 
high overhead, security vulnerabilities, address-centric, low-
scalability, permanent usage of optimal paths and severe resources' 
consumption. As a result, this paper is proposed an energy-aware, 
congestion-aware, location-based, data-centric, scalable, 
hierarchical and clustering-based multipath routing algorithm based 
on Numerical Taxonomy technique for homogenous WSNs. Finally, 
performance of the proposed algorithm has been compared with 
performance of LEACH routing algorithm; results of simulations 
and statistical-mathematical analysis are showing the proposed 
algorithm has been improved in terms of parameters like balanced 
resources' consumption such as energy and bandwidth, throughput, 
reliability and fault tolerant, accuracy, QoS such as average rate of 
packet delivery and WSNs' lifetime. 
Keywords: 
Wireless Sensor Network (WSN), Multipath Routing, Hierarchical 
and Clustered Routing, Trust-based Data Aggregation, Numerical 
Taxonomy Technique. 

 
1. Introduction 
 

Wireless Sensor Networks (WSNs) are consisting of 
many tiny sensor nodes. In hierarchical WSNs there are two 
other components, called Cluster-Heads (CHs) and Sink; 
they usually have more powerful resources and capabilities 
than usual sensor nodes. In Hierarchical WSNs, CHs gather 
data from their nearby sensor nodes, aggregating them and 
then, forwarding to the Sink [1, 2, 3]. Figure1 is representing 
different properties of WSNs. Some common problems of 
WSNs are: limited resources, low reliability and fault tolerant, 
low throughput, low scalability, low QoS and insecure 
operational environments. Hierarchical and clustering-based 
multipath routing is a significant solution to solving these 
problems. Multipath routing is discovering and using of 
multiple paths between source and destination nodes for data 
transmission; Figure2 is showing different properties of 

multipath routing [4–28]. Existent multipath routing 
algorithms have many weaknesses such as: imposing high 
overhead to WSNs, security vulnerabilities, address-centric, 
low-scalability, permanent usage of optimal paths and severe 
resources' consumption. In other direction, WSNs have 
constraints in using of multipath routing such as severe 
resources' constraints, dynamic topology, high density 
(interference occurrence) and asymmetric and unbalanced 
traffic pattern. As a result, this paper will be discussed on 
multipath routing in WSNs. The main purpose of this paper 
is proposing an energy-aware, congestion-aware, location-
based, data-centric, scalable, hierarchical and clustering-
based multipath routing algorithm based on Numerical 
Taxonomy technique for homogenous WSNs. It leads to 
balanced and efficient resources' consumption such as energy 
and bandwidth and increasing bandwidth, throughput, 
reliability, fault tolerant and scalability; also, it results in 
improving security, Quality of Service (QoS) and WSNs' 
lifetime. Main phases of the proposed algorithm are as 
following: 
 Clustering the WSN: centralized and location-based 

clusters' formation  
 Multiple CHs selection based on Numerical Taxonomy 

technique 
 Balanced traffic distribution between elected CHs (data 

segmentation) 
 Secure and trust-based data aggregation 
 Aggregated data transmission 
 Routes maintenance and rediscovery 
 

Finally, performance of the proposed algorithm has 
been compared with performance of LEACH routing 
algorithm; results of simulations and statistical-mathematical 
analysis are showing the proposed algorithm has been 
improved in terms of different criteria like balanced 
resources' consumption such as energy and bandwidth, 
throughput, reliability and fault tolerant, accuracy, QoS 
parameters like average rate of packet delivery and WSNs' 
lifetime. Rest of this paper has been organized as following: 
Section2 is represented proposed hierarchical and clustering-
based multipath routing algorithm, in details; Section3 is 
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discussing on different properties of the proposed algorithm, 
including of: its assumptions, advantages, disadvantages and 
its especial and major characteristics; section4 is presented 
considered algorithm for comparison; i.e. it describes 

LEACH routing algorithm; Section5 is including of results, 
analysis and evaluations (quantitative and qualitative 
comparison); and finally, Section6 is expressed conclusion 
and future directions. 

 
Fig. 1 An overview on WSNs: major properties, applications and architectures 

 
Fig. 2 Different properties of multipath routing: goals and challenges 

 

1. Proposed Multipath Routing Algorithm 

Main idea of the proposed algorithm is: time is divided 
into number of super-rounds; each super-round is including 
of a few time intervals. In each super-round, it clustering the 
WSN and selecting multiple Cluster-Heads (CHs) for each 
cluster based on Numerical Taxonomy technique. Now, 
notifying the CHs of each cluster to its members; then, 
determining elected CHs by each one of the cluster's 
members; elected CHs can be used simultaneously, during 
each super-round together (full-multipath routing) or elected 
CHs can be used separately, in each time interval; i.e. in each 
time interval, it using of one of elected CHs for data 
transmission to the Sink (partial-multipath routing). Now, 

distributing ready data between elected CHs; finally, trust-
based data aggregation and transferring aggregated data. In 
this protocol, following phases are repeated periodically, in 
each super-round. 

1.1 Phase1: Clustering the WSN: Centralized and 
Location-based Clusters' Formation 

Clustering means dividing and grouping the WSN's sensor 
nodes into virtual groups, called clusters, according to some 
rules and then, selecting a Cluster-Head (CH) for each cluster 
[29–35]. Idea of the proposed clustering algorithm is: "sensor 
nodes which have similar average distance to other nodes, 
they will be putted into a cluster". In the proposed algorithm, 
Sink is clustering the WSN by using of mathematical-
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statistical relations and based on sensor nodes' deployment 
location coordinates, according to following steps: 
 Selecting radix node and allocating coordinates to other 

nodes.   
 Calculating Average Distance (AD) between each node 

and other nodes, as following: 

AD = 
        

 ; 

ADi = 
∑ ,

 = 
, , ... ,

 = 

∑  ,  , ,  ,   
 

N: number of sensor nodes 
D(i,j): distance between node(i) and node(j) 
ADi: average distance between node(i) and other nodes 
 Specifying Range of AD (RAD), variations' range of 

distances (VRD) and average variations rate of distances’ 
ranges (C) as following: 

RAD = [Minimum of AD, Maximum of AD] = [MinAD, 
MaxAD]; 
VRD = MaxAD – MinAD; 

C = ; 

K: number of clusters 
 Determining ranges of AD, as following: 
Range 1: [MinAD, MinAD+C)  Cluster 1 
Range 2: [MinAD+C, MinAD+2C)  Cluster 2 
… 
Range K: [MinAD+(K-1)  C, MinAD+K  C] = 
[MinAD+(K-1)  C, MaxAD]  Cluster K 
 Determining sensor nodes corresponding to each range; 

it is proportional to members of associated clusters (for 
example, sensor nodes of range1, they are members of 
cluster1). 

 

1.2  Phase2: Multi-criteria Multiple CHs' Selection for 
Each Cluster based on Numerical Taxonomy 
Technique 

Numerical Taxonomy technique is a Multi-Criteria 
Decision Making (MCDM) method. It can be used in 
clustering process for CH selection; it can rank members of 
the cluster and then, selecting appropriate cluster's members 
as CHs [36–41]. So, purpose of this phase is proposing an 
algorithm to ranking the cluster's members and determining 
multiple CHs through evaluating their capability for data 
aggregation and transmission. For each cluster, the proposed 
multiple CHs selection algorithm is including of following 
major steps: 
 

1) Determining number of required CHs for the cluster 
It is based on criteria such as: volume of ready data for 
transmission, number of the cluster's members or nodes' 
density of the cluster, available resources such as energy and 

bandwidth, amount of existent congestion such as length of 
waiting queue, size of empty buffer and delay. 
 

2) Ranking the cluster's members and selecting 
multiple CHs 

It is ranking the cluster's members based on the CHs' 
selection criteria and determining multiple CHs for the 
cluster by using of the Numerical Taxonomy technique; then, 
notifying elected CHs to other members of the cluster. 
Proposed criteria for ranking the cluster's members to 
determining multiple elected CHs are as following: 
 Remainder Energy (RE: +): if the remainder energy be 

less than a predefined threshold, its value is assumed 
zero (RE = 0). 

 Distance to the Gravity Center (DGC: -)  
 Distance to the Sink (DS: -) 
 Average Distance (AD: -): average distance between the 

node and other cluster's members. 
 Congestion (Con: -): it is calculable through parameters 

such as length of weighting queue and average delay in 
the queue. 

 Size of empty buffer (Buff: +) 
 Available bandwidth (BW: +) 
 Deadlock (DL): it is showing if the node is a deadlock 

node or not; possible values for this criterion are: {0, 1}; 
it has no weight. 

 Density around the node (Den: +): it is equal to number 
of its neighbors. 

Note: '+' and '-' signs are indicating positive and negative 
criteria. 
Note: If (DL = 0) or (RE = 0) or (Buff = 0) or (BW = 0)  
Rankmember = 0 
Algorithm of multi-criteria multiple CHs' selection based on 
Numerical Taxonomy technique is as following: 
 

In first super-round, for each cluster, the proposed 
algorithm selects a few CHs, randomly; then, since second 
super-round, current CHs of each cluster select new multiple 
CHs for corresponding clusters by using of Numerical 
Taxonomy technique. For this purpose, there are following 
approaches: 
 Every one of existent CHs selects one or more 

replacement CHs instead of itself. 
 One of existent CHs selects all required multiple CHs for 

the cluster. 
 

Now, every one of current CHs is following these steps 
to ranking its cluster's members and determining replacement 
CHs instead of itself. Steps of Numerical Taxonomy 
technique are as following: 
Goal: Multi-criteria multiple CHs' selection for the cluster. 
Step1: Defining criteria of ranking the cluster's members. 
Step2: Cluster's Members Specifications Matrix (CMSM) 
formation: every one of the cluster's members sends its 
Specifications Notification Packet (SNP) to the current CH. 
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Then, current CH is constructing the Cluster's Members 
Specifications Matrix (CMSM) by using of received SNP 
control packets from its cluster's members. This matrix is 
including of values of every one of the cluster's members per 
above criteria. Number of its rows is equal to the cluster's 
members and number of its columns is equal to criteria. So, 
it is a (n  m) matrix, as: 
 n: rows of the CMSM matrix: cluster's members; 
 m: columns of the CMSM matrix: criteria; 
 Xij: score of node i with respect to criterion j; 

CMSM = 
X 1,1 ⋯ X 1, m

⋮ ⋱ ⋮
X n, 1 ⋯ X n, m

 

 Calculating sum, average (𝑋) and Standard Deviation 
(SD) of each criterion, as following: 

Sum = ∑ 𝑋  

𝑋 = 
∑

 =  

SD = 
∑  

 

Step3: Data homogenization and standard matrix formation 
in order of removing different measurement units and 
replacing a same scale; so, it leads to a scale-less matrix. In 
other words, constructing the normalized CMSM matrix by 
current CH through mapping values of CMSM’s elements to 
the range [0, 1]; i.e.: 

Yj = 
  

 

B = 
Y 1,1 ⋯ Y 1, m

⋮ ⋱ ⋮
Y n, 1 ⋯ Y n, m

 

In this step: 
 Ideal value of each criterion = largest value of that 

criterion; 
 SD of each criterion or column = 1; 
 Average of each criterion or column = 0; 
Step4: constructing differences' matrix or composite 
distances' matrix: calculating differences or composite 
distances between sensor nodes into a symmetric matrix; 

Dab = ∑ 𝑌 𝑎𝑗 𝑌 𝑏𝑗 2 

 

C = 
𝐷 1,1 ⋯ 𝐷 1, 𝑚

⋮ ⋱ ⋮
𝐷 𝑛, 1 ⋯ 𝐷 𝑛, 𝑚

 

 

𝐷 = 
∑  

 

SDD = 
∑   

 

 Determining shortest distances into each row of the 
symmetric matrix; 

Step5: Calculating upper limit and lower limit of distances 
to determining homogenous cluster's members; i.e. nodes 
which are into range of upper and lower limits, they are called 

homogenous nodes. Nodes which are outside of this range, 
they are representing lack of similarity in posed criteria; so, 
they should be removed. 

𝐷 = 
∑  

 

SDD = 
∑   

 

 
𝐷  = 𝐷 – 2 SDD 

𝐷  = 𝐷 + 2 SDD 

Step6: Determining ideal value of each criterion from the 
standard matrix: after removing the non-similar values, ideal 
value of each criterion is its largest value. 
Do = Ideal value = maximum value in matrix B 
Step7: Calculating model of development (Cio), as following: 
For each criterion: 𝐼𝑑𝑒𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑣𝑎𝑙𝑢𝑒  = 

𝐷 𝐷   Cio = ∑ 𝐷 𝐷  

Whatever this parameter is smaller, that node has appropriate 
and desired criteria more than others. 
Step8: Calculating degree of development (Fi) of nodes 
which they have the desired criteria, as following: 

Fi = 
 

 = 
     

 

 
Co = Cio + 2 SDC io 

 

𝐶 io = 
∑  

 

SDCio = 
∑    

 

Value of Fi is between 0 and 1 (0 𝐹  1); whatever it is 
closer to zero, that node has those criteria more; i.e. that node 
is more developed and it has higher priority. So the cluster's 
members will be sorting in ascending order; after that, 
multiple CHs for the cluster will be selected. In other words, 
ranking the cluster's members based on ascending order of Fi 
values; then, selecting the cluster's members with Fi closer to 
zero as multiple elected CHs; i.e. cluster's members who their 
Fi is less, they are better to selecting as CHs.  
Therefore, current CH knows capability of its cluster's 
members for data aggregation and transmission. Finally, it is 
storing calculated scores of the cluster's members, ranking 
them and selecting multiple elected CHs for the cluster. 
Note: If count of the cluster's members be greater than a 
predefined threshold, it is better to breaking that cluster to 
some new smaller clusters (with less count of sensor nodes). 
Note: Another approach is ranking the cluster's members by 
Sink and selecting multiple CHs; it is a centralized clustering 
(clusters' formation and multiple CHs selection) approach, 
including of following steps: 
 Sink is constructing a decision making matrix for each 

cluster by using of the received CMSM matrix from 
corresponding CH. 

 Normalizing above decision making matrix (mapping its 
values to range [0, 1]). 
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 Weighting to the normalized decision making matrix. 
 Calculating score of every one of the cluster's members 

by using of the proposed ranking formula and existent 
information into the weighted normalized decision 
making matrix. 

 Selecting the appropriate cluster's members as multiple 
elected CHs for the cluster. 

1.3  Phase3: Balanced Traffic Distribution between 
Multiple Elected CHs: Data Segmentation 

For this purpose, there are following approaches: 
 Every one of the cluster's members selects one CH in 

each time interval/super-round and transferring its data 
through elected CH during that time interval/super-
round. 

 Every one of the cluster's members segments its data 
packets, selecting more than one CH and then, 
transferring its data through multiple CHs in each time 
interval/super-round; i.e. every one of the cluster's 
members selects several CHs in each time 
interval/super-round. For this purpose, like the previous 
phase, every one of the cluster's members is scoring and 
ranking CHs of the cluster. Then, it is distributing its data 
between elected CHs, in balanced; this distribution can 
be based on elected CHs’ scores and number of elected 
CHs. 

Besides, for determining criteria and proposing algorithm of 
ranking the cluster's CHs for balanced traffic distribution 
between them there are following approaches: 
 Approach (1): normalizing and using of the previous 

phase's scores. 
 Approach (2): weighting the criteria of previous phase, 

again and then, using of them as criteria of scoring the 
cluster's CHs for balanced traffic distribution; i.e. based 
on these criteria, every one of the cluster's members is 
scoring the cluster's CHs, selecting elected CHs and 
distributing its traffic between them, in balanced. 

 Approach (3): defining new criteria and new formula 
for this purpose and then, weighting to the criteria and 
scoring the cluster's CHs; finally, determining elected 
CHs and distributing traffic between them, in balanced. 

 Approach (4): every one of the cluster's members 
allocates some percentage of its data to every one of the 
cluster's CHs, randomly. 

In this phase, radio antenna of the cluster's members is off 
and they usually do not sending and receiving data; it leads 
to reducing energy consumption. 
Note: Percentage of allocated traffic to every one of elected 

CHs = 
   

    
  100 

Note: If volume of ready data be less than a predefined 
threshold, multipath routing and traffic distribution is not 
required. In this case, whole data will be forwarded through 
the optimal CH (single-path routing). 

Note: Average number of elected CHs (C) by every one of 
the cluster's members for data transmission to the Sink is: 

C =    

ABWL: average bandwidth of each link (bps) 
VRD: volume of ready data (bit) 
LR: length of each time interval (second) 

1.4  Phase4: Secure and Trust-based Data Aggregation 

This phase is proposing a trust model for secure data 
aggregation. Each CH evaluates consistency and reliability 
of arrived data from its cluster's members and calculating 
their data' trust values; then, it is aggregating arrived data 
based on their trust values (trust is a number between 0 and 
1). For data trust calculation, the proposed algorithm is 
assumed primary trust value of all the cluster's members is 
0.5; every one of the cluster's members is reported its sensed 
data and result of its measurement (R) to the corresponding 
CH; then, the CH is aggregating incoming data according to 
following steps: 
 Receiving data (measurement's result: R) from its 

cluster's members and calculating their average (Ravg). 
 Calculating Absolute Deviation (AD) of reported value 

by every one of the cluster's members than Ravg and 
Average of Absolute Deviation (AAD), as following: 

AD = |Ravg - R| 

AAD = 
∑

 , CCM: count of the cluster's members which 

reported data; 
 Calculating reliability and consistency of reported data 

by the cluster's members as following:  

Co = Maximum {1 -  , 0} 

𝐴𝐷  = ∝  AAD = threshold of difference = if a cluster's 
member has been deviation equal or greater than 𝐴𝐷  than 
the average value, its trust value is zero (0). 
∝>0: Tolerance factor of deviation; 
 Now, trust value of every one of the cluster's members 

will be calculated as following: 
o Regardless of previous trust value: T = Co 
o By attention to previous trust value: T = W  

𝑇 + (1-W)  𝑇  = W  𝑇 + 
(1-W)  Co 
W: weight of previous trust’s value 

 Determining threshold of acceptable trust value (𝑇 ); 
the cluster's members which their trust’s value is less 
than 𝑇 , they are malicious, compromised or selfish 
nodes (M); i.e.: 
A = set of all data reporting members 
N = set of normal reporting members which they have 

acceptable trust’s value 
M = set of malicious reporting members = {i | i ∈ A, 𝑇  

< 𝑇  }  WRi = 0; 
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So, malicious reporting members which they have no 
minimum acceptable trust’s value, they do not 
participate in data aggregation process. 

 Weight of reported data by every one of the reporting 
cluster's members (WRi) for secure and trust-based data 
aggregation is equal to its trust’s value (WRi = Ti). So, 
aggregated value of the considered parameter is (Ragg): 

Ragg = 
∑| |

| |
 = 

∑  | |

| |
 , |N|: number of normal 

reporting members. 

1.5  Phase5: Aggregated Data Transmission 

In this phase, each CH transfers its aggregated data to the 
Sink. 

1.6  Phase6: Routes Maintenance and Rediscovery: 
Repeating above Phases 

The proposed algorithm is a recursive algorithm; i.e. in each 
super-round, above phases will be repeated until the WSN be 
alive. 

2. Different Properties of the Proposed 
Algorithm 

According to Table1, this section is representing some 
of most important properties of the proposed algorithm, 
including of: its assumptions, advantages, disadvantages and 
its especial characteristics. 

Table 1: Different properties of the proposed algorithm 
No. Properties Description 

1 
Assumptions and 
considerations of the proposed 
algorithm 

 Sink is aware from deployment location coordinates of the WSN's nodes. 
 Periodically execution and repeating (dynamic-nature). 
 The WSN is: static/dynamic, constant/mobile nodes, homogenous (especially static with constant 

nodes; then, clusters' formation is only doing one time). 
 CHs operate as aggregator, router and relay. 
 Collision-prevention by using of CSMA-MAC method. 
 Interference-prevention through using of CDMA technique. 

2 Strengths and advantages of 
the proposed algorithm 

 No need to maintaining multiple paths, reducing the overhead of route maintenance and reducing the 
memory consumption. 

 High scalability. 
 Security improvement and secure data transmission through: 

o Preventing from unauthorized access to data by traffic distribution and data packets' 
segmentation. 

o Preventing from false or forged data injection through detecting malicious or 
compromised nodes by trust-based data aggregation. 

o Reducing attacks like selective forwarding and black-hole through using of different 
multiple CHs for data transmission in different time intervals. 

 Capability of data aggregation leads to reducing volume of transmitted data and consumed energy for 
data transmission. 

 Improving QoS and WSNs' lifetime. 
 High flexibility and accuracy: possibility of modifying proposed algorithms and criteria of different 

phases proportional to the WSN's properties and routing goals. 
 Increasing the reliability and fault tolerant; also, no need to use of error notification control packet; 

due to existence backup routes (multiple CHs)  reducing volume of control traffic on error prompt 
emission. 

 Balanced and distributed energy consumption: energy-aware CHs selection, dynamic rotation of CHs 
role between the cluster's members and balanced and non-uniform load distribution between them. 

 Simplicity and practicality. 

3 
Weaknesses and disadvantages 
of the proposed algorithm 

 Security weaknesses: vulnerability against attacks like Sybil attack. 
 Necessity of synchronization in CHs determination and selection.  
 Energy and time wastage, especially in cluster's formation and CHs selection phases (imposing delay 

to the WSN's operations). 
 High computational overhead. 

4 Special and major properties of 
the proposed algorithm 

 Routing nature: data-centric, energy-aware, congestion-aware, QoS-aware, multipath, multi-criteria, 
unreactive, location-based, semi-centralized, scalable, hierarchical and clustering-based. 

 Congestion control and reduction: attention to the traffic status and congestion of nodes, links and 
routes in CHs selection and traffic distribution processes; it leads to reducing rate of data packet loss. 

 Guarantee the WSN’s stability through high accuracy, congestion control and balanced load 
distribution. 

 High accuracy leads to imposing much overhead to the network, complex computations and 
consumed more resources such as energy and bandwidth (increasing size of packets' header); but it 
results in decreasing packet loss rate. 

 Possibility of selecting optimal path (supporting single-path routing). 
 Topology-independent. 
 Deterministic-nature criteria and methods (not probabilistic). 
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3. Considered Algorithm for Comparison: 
LEACH Routing Algorithm 

LEACH is abbreviation of Low Energy Adaptive 
Clustering Hierarchy routing protocol. It is a hierarchical and 
clustering-based routing protocol for WSNs. LEACH is a 
self-organized protocol along with dynamic categorization, 
which using of a random method to distributing energy 
consumption between all members of the cluster. In this 
protocol, time is dividing to slots, called round; then, 
following steps are repeated periodically, in each round. It is 
including of [29, 30, 42]: 
 CHs selection; dynamic rotation of CH's role between 

the cluster's members in different rounds, randomly. 
 Clusters formation 
 TDMA scheduling program creation by CHs 
 Data transmission 
 
 

4. Results, Analysis and Evaluations: 
Quantitative and Qualitative Comparison 
Between the Proposed Algorithm and 
LEACH Algorithm 

This section is expressed reached results of simulations 
and statistical-mathematical analysis. As following tables 
(Table2–Table6) and figures (Figure3–Figure15) are 
showing, the proposed algorithm and LEACH algorithm are 
simulated and analyzed by statistical-mathematical 
techniques. Then, the proposed algorithm's performance is 
compared with performance of LEACH algorithm in terms 
of different evaluation and validation criteria. 

4.1  Quantitative Evaluation and Comparison 

According to the following tables (Table2, Table3 and 
Table4), this section is analyzed and evaluated the proposed 
algorithm in terms of different positive and negative 
statistical-quantitative parameters and then, comparing it 
with LEACH algorithm.  

Table 2: Quantitative comparison of the proposed algorithm with LEACH algorithm: proposed criteria and formulas 
No. Proposed Criteria Proposed Formulas Proposed Algorithm LEACH 

1 
Energy  Consumption 
Model for data 
transmission: ECM [43] 

ET(K, d) = Eelec  K + 𝜀amp  
K  d2; 
ER(K) = Eelec  K 

2eK + 𝜀K d2 + e K' + 𝜀K' d4 3eK + 𝜀K (d2 + d4) 

2 Average of Packet Loss 
Rate: APLR 

APLR = (  +  + Con) 

      

0.2 Con
BW Buff

 
1.2 Con
BW  Buff

 

3 Average of End to End 
Delay: AEED 

AEED = 
  

  
 

L Con P L
BW V

 
L  Con P L

BW   V
 

4 Average of Route 
Discovery Delay: ARDD 

ARDD = 
  

  
 

L Con P TL L
BW V

 
L  Con P TL L

BW   V
 

5 
Average of Routes Setup 
Time: RST 

Average delay of setting up a 
route between source and 
destination nodes 

t Clusters' formation + t CHs selection + t CHs notification + t 

Membership notification + t Balanced traffic distribution 
t CH selection + t CH notification + t Membership 

notification 

6 
Memory Consumption: 
MC 

Volume of stored 
information on the CHs  

mV1 mV2 

7 
Routing Overhead in 
route discovery process: 
RO 

Volume of transmitted data 
for route discovery 

Clusters formation + Multiple CHs 
selection + m1  Packet CH + (n-m1)  
Packet Membership 

CHs selection + m2  Packet CH + 
(n-m2)  Packet Membership 

8 Fault Tolerant: FT 
Average number of backup 
routes between source and 
destination 

(average number of CHs in each cluster) – 
1 

0 

9 Throughput: T 
Volume of transmitted data 
per time unit or per each time 
interval 

C  BW (bps) BW (bps) 

 
  



IJCSNS International Journal of Computer Science and Network Security, VOL.23 No.8, August 2023 
 

 

128

 

Table 3: Quantitative comparison of the proposed algorithm with LEACH algorithm: assumptions and results 

No. 
Proposed 
Criteria 

Considerations and assumptions Result of Comparison 

1 ECM K' < K ECM Proposed algorithm < ECM LEACH 

2 APLR Con1 < Con2 , BW1 > BW2 ,  <  APLR Proposed algorithm < APLR LEACH 

3 AEED 
P1 > P2 , BW1 > BW2 , Con 1 < Con 2 ,  < 

 

If:  >   AEED Proposed algorithm > AEED LEACH 

Else: AEED Proposed algorithm < AEED LEACH 

4 ARDD 
P1 > P2 , TL1 > TL2 , BW1 > BW2 , Con1 < 
Con2 

If  >   ARDD Proposed algorithm > ARDD LEACH  

Else: ARDD Proposed algorithm < ARDD LEACH 
5 RST ----- RST Proposed algorithm > RST LEACH 

6 MC 
m: average count of each cluster's members; 
Vi: size of each record of routing table; 
V1 > V2 

MC Proposed algorithm ≫ MC LEACH 

7 RO mi: average count of CHs; m1 > m2 RO Proposed algorithm > RO LEACH 

8 FT 

(average number of CHs in each cluster)  1; 
Proposed algorithm: Energy-aware CH 
selection and deterministic-nature; 
LEACH: Random CHs selection and 
probabilistic-nature; 

FT Proposed algorithm  FT LEACH 

9 T 
C: average number of CHs in each cluster; 
C 1 

T Proposed algorithm >> T LEACH 

 

Table 4: Words and associated abbreviations in formulas and variables of quantitative comparison 
No. Word Abbreviation 
1 Consumed energy for transferring K bit data ET(K, d) 
2 Consumed energy for receiving K bit data ER(K) 
3 Distance between source and destination d 
4 Volume of ready data (bit) K 
5 Volume of aggregated data (bit) K' 
6 Required energy for electronics transmission; Eelec = e = 50 nj/bit Eelec 
7 Signal relay when data transmission to acquiring acceptable signal to noise ratio; 𝜺amp = 𝜺 = 100 pj/bit/m 𝜺amp 
8 Capability of deadlock nodes and failure links detection: most attention = 10, no attention = 1 DLN 
9 Amount of existent Congestion Con 
10 Available bandwidth BW 
11 Size of free buffer Buff 
12 Capability of balanced load distribution: most score = 10 and lowest score = 1 BLD 
13 Average length of each route to the Sink L 
14 Speed of transmission media (for radio waves is 3 108 m/s) V 
15 Complexity and volume of intermediate computations and processes P 
16 Traffic overhead and volume of control packets which exchanged for routes discovery TL 
17 Delay of operation i t i 
18 Size of packet: CH notification Packet CH 
19 Size of packet: Membership notification Packet Membership 

4.2 Qualitative Evaluation and Comparison 

According to the following tables (Table5 and Table6) 
and figures (Figure3–Figure15), this section is analyzed and 
evaluated the proposed algorithm in terms of different 
positive and negative statistical-qualitative parameters and 
then, comparing it with LEACH algorithm. 
 

Table 5: Statistical-qualitative comparison of the proposed algorithm with 
LEACH algorithm: in terms of positive criteria 

No. Criteria 
Proposed 
algorithm 

LEACH 

1 
Balanced energy 
consumption 

Much Low 

2 
Scalability and distributed 
nature 

Much Much 

3 Throughput Much Low 

4 
Reliability and fault 
tolerant 

Much Very low 

5 Accuracy Very much Very low 

6 Execution speed Moderate 
Very 
much 

Note: Numerical equivalents are: {very low: 1, low: 3, 
moderate: 5, much: 7, very much: 9} 
 



IJCSNS International Journal of Computer Science and Network Security, VOL.23 No.8, August 2023 
 

 

129

 

 
Fig. 3 Weights of positive statistical-qualitative criteria 

 
 
 
 
 

 
Fig. 4 Comparison between performance of the proposed algorithm and 

performance of LEACH algorithm in terms of balanced energy 
consumption, scalability and throughput 

 

 
Fig. 5 Comparison between performance of the proposed algorithm and 

performance of LEACH algorithm in terms of reliability and fault tolerant, 
accuracy and execution speed 

 

 
 

 
Fig. 6 Comparison between total performance of the proposed algorithm 

and total performance of LEACH algorithm in terms of all positive 
statistical-qualitative criteria 

 

 
Fig. 7 Sensitivity analysis of the algorithms' performance: comparison between performance of the proposed algorithm and performance of LEACH 

algorithm in terms of positive statistical-qualitative criteria 
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Fig. 8 Sensitivity analysis of the algorithms' dynamicity in terms of positive statistical-qualitative criteria 

 

 
(a) 

 
(b) 

Fig. 9 (a) Weighted and (b) Unweighted head to head sensitivity analysis between proposed algorithm and LEACH algorithm in terms of positive 
statistical-qualitative criteria 

 

Table 6: Statistical-qualitative comparison of the proposed algorithm with 
the LEACH algorithm: in terms of negative criteria 

No. Criteria 
Proposed 
algorithm 

LEACH

1 Packet loss rate Very low Moderate

2 
Route discovery time (taken 
time for clustering) 

Much Low 

3 Execution time Moderate Low 

4 Computational complexity Moderate Very low
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Fig. 10 Weights of negative statistical-qualitative criteria 

 

 

Fig. 11 Comparison between performance of the proposed algorithm and 
performance of LEACH algorithm in terms of packet loss rate, route 

discovery time, execution time and computational complexity 
 

 
Fig. 12 Comparison between total performance of the proposed algorithm 

and total performance of LEACH algorithm in terms of all negative 
statistical-qualitative criteria 

 
Fig. 13 Sensitivity analysis of the algorithms' performance: comparison between performance of the proposed algorithm and performance of LEACH 

algorithm in terms of negative statistical-qualitative criteria 
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Fig. 14 Sensitivity analysis of the algorithms' dynamicity in terms of negative statistical-qualitative criteria 

 

 
(a) 

 
(b) 

Fig. 15 (a) Weighted and (b) Unweighted head to head sensitivity analysis between proposed algorithm and LEACH algorithm in terms of negative 
statistical-qualitative criteria 

 

5. Conclusion and Future Directions 

Nowadays, clustering and multipath routing are high 
interests topics in WSNs. But, existent algorithms have many 
weaknesses and challenges such as: imposing high overhead 
to WSNs, security vulnerabilities, address-centric, low-
scalability, permanent usage of optimal paths and severe 
resources' consumption; then, they are not appropriate for 
WSNs. Therefore, this paper is proposed an energy-aware, 
congestion-aware, location-based, data-centric, scalable, 
hierarchical and clustering-based multipath routing 

algorithm based on Numerical Taxonomy technique for 
homogenous WSNs. Figure16 and Figure17 are showing 
main steps of the proposed multipath routing algorithm and 
different steps of the proposed multiple CHs selection 
algorithm based on Numerical Taxonomy technique. 
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Fig. 16 Main steps of the proposed multipath routing algorithm 

 

 
Fig. 17 Different steps of the proposed multiple CHs selection algorithm 

based on Numerical Taxonomy technique 
 

Some major properties of the proposed algorithm are: 

 Data-centric, energy-aware, congestion-aware, location-
based, hierarchical and clustering-based routing 

 Topology-independent 
 High scalability and semi-centralized nature 
 Improving QoS and WSNs' lifetime 
 High flexibility and accuracy 
 Balanced and uniform distribution of energy 

consumption 
 Balanced and non-uniform distribution of traffic load 
 Simplicity and practicality 
According to the following tables (Table7, Table8 and 
Table9) and figures (Figure18 and Figure19), performance of 
the proposed algorithm has been compared with performance 
of LEACH algorithm; results of simulations and statistical-
mathematical analysis are representing the proposed 
algorithm has been improved than LEACH algorithm in 
terms of parameters such as balanced resources' consumption 
such as energy and bandwidth, throughput, reliability and 
fault tolerant, accuracy, QoS parameters like average rate of 
packet delivery and WSNs' lifetime. 

 

Table 7: Comparison between the proposed algorithm and LEACH 
algorithm in terms of quantitative criteria 

No.
Proposed 
Criteria 

Result of Comparison 

1 ECM ECM Proposed algorithm < ECM LEACH 
2 APLR APLR Proposed algorithm < APLR LEACH 

3 AEED 
If:  >   AEED Proposed algorithm 

> AEED LEACH 
Else: AEED Proposed algorithm < AEED LEACH 

4 ARDD 
If  >   ARDD 

Proposed algorithm > ARDD LEACH  
Else: ARDD Proposed algorithm < ARDD LEACH 

5 RST RST Proposed algorithm > RST LEACH 
6 MC MC Proposed algorithm ≫ MC LEACH 
7 RO RO Proposed algorithm > RO LEACH 
8 FT FT Proposed algorithm  FT LEACH 
9 T T Proposed algorithm ≫ T LEACH 

 

 
Fig. 18 Statistical-qualitative comparison of the proposed algorithm with LEACH algorithm: in terms of positive statistical-qualitative criteria 
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Table 8: Improvement percentage of the proposed algorithm than LEACH algorithm in terms of positive statistical-qualitative criteria 

 

 
No. Positive criteria LEACH (in percentage) 
1 Balanced Energy Consumption 57.14 
2 Scalability and Distributed nature 0 
3 Throughput 57.14 
4 Reliability and Fault Tolerant 85.71 
5 Accuracy 88.89 
6 Execution Speed –44.48 
 Total Improvement Percentage (positive criteria) 45.20 

 
 
 

 
Fig. 19 Statistical-qualitative comparison of the proposed algorithm with LEACH algorithm: in terms of negative statistical-qualitative criteria 

 

Table 9: Improvement percentage of the proposed algorithm than LEACH algorithm in terms of negative statistical-qualitative criteria 

 
No. Negative criteria LEACH (in percentage) 
1 Packet Loss Rate 79.95 
2 Route Setup/Discovery Time –57.14 
3 Execution Time –40 
4 Computational Complexity –79.95 
 Total Improvement Percentage (negative criteria) 13.43 
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There are several additional issues should be further studied 
in future researches. Some of most challenging proposed 
topics of these issues are as following: 
 Proposing a method for detecting deadlock nodes, 

failed links and selfish nodes. 
 Security analysis of the proposed algorithm, finding its 

security vulnerabilities and improving them. 
 Presenting a secure and trust-based multipath routing 

algorithm for WSNs. 
 Determining length of each super-round for executing 

and repeating the proposed algorithm. 
 Suggesting a method for balanced and appropriate 

multiple CHs distribution in the cluster. 
 Presenting a light-weight and energy-efficient 

clustering algorithm for WSNs. 
 Discussing on finding optimal number of clusters, CHs 

and also, estimation of optimal frequency of CHs re-
selection to gain better energy-efficiency. 

 Discussing on data segmentation, data aggregation and 
data reassembly techniques in traffic distribution 
process. 
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