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Abstract 
With the advancement of modern technology, cyber-attacks are 
always rising. Specialized defense systems are needed to protect 
organizations against these threats. Malicious behavior in the 
network is discovered using security tools like intrusion detection 
systems (IDS), firewall, antimalware systems, security 
information and event management (SIEM). It aids in defending 
businesses from attacks. Delivering advance threat feeds for 
precise attack detection in intrusion detection systems is the role 
of cyber-threat intelligence (CTI) in the study is being presented. 
In this proposed work CTI feeds are utilized in the detection of 
assaults accurately in intrusion detection system. The ultimate 
objective is to identify the attacker behind the attack. Several data 
sets had been analyzed for attack detection. With the proposed 
study the ability to identify network attacks has improved by using 
machine learning algorithms. The proposed model provides 98% 
accuracy, 97% precision, and 96% recall respectively. 
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Indicators of compromise (IoCs), Network Intrusion Detection 
System (NIDS), Host based intrusion detection system 
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1. Introduction 
 

Cyber-security is now a very important aspect in 
today’s modern world. As networks and systems are 
increasing very rapidly, protecting networks and data 
from attacks is a very important aspect of today’s 
research. In recent times, protection from various 
cyber-attacks is becoming pressing issues. [1-7]. The 
current setup like hardware and software firewalls, 
data encryption strategy, and user’s authentication are 
not adequate to meet the challenges of the modern 
world. Unfortunately, this equipment is not able to 
secure the computer networks from cyber-attacks [8-
10]. The role of artificial intelligence in this field is 

increasing with the passage of time and it is widely 
used in every industry [11-14]. 
 

Devices such as firewalls and IDS/IPS are used 
to secure networks. IDS is available in two varieties:  
signature-based and behavioral/anomaly-based. The 
common occurrence of false positive alarms, the 
extended time needed to identify assaults, as well as a 
failure to identify zero-day attacks, which destroy 
businesses, are just a few of the issues that are known 
to plague existing IDSs. Companies lose time in the 
investigative process due to the flaws in IDS backend 
engines.  Deep packet inspection is carried out by IDS 
to detect malicious traffic in the network. Every packet 
that passes through it is examined, and the payload is 
compared to signature databases. The request is 
blocked if a match is discovered; otherwise, the 
network allows it to move on [15–18]. There are two 
IDS types. A host intrusion system (HIDS) is installed 
on the host to identify attacks, while a network 
intrusion system (NIDS) is utilized for network-based 
activity. The NIDS come in two varieties. One of them 
is based on signatures. When a request comes to IDS, 
it checks the request against the signature database 
because it has a repository of all known attack 
signatures. The request is denied or rejected if it 
matches the signature database; else, it is permitted to 
proceed. The second sort of detection is behavioral, or 
anomaly based. This kind is employed to identify 
unidentified attacks, such as zero-day attacks [19-20]. 
An anomaly is something that is 
abnormal/exception/outlier. Anomaly detection is a 
process of detecting these patterns in data that do not 
have pre-defined normal behavior [21]. 
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Fig. 1 Types of IDS 

 
From the early 80s, a different mechanism has been 
devised to detect intrusion in the system. To make the 
system trustworthy and to fend against attacks, 
research is being done in this area. The classification 
of data into several categories in the modern day uses 
machine learning techniques [22]. Normally, traffic is 
classified in to two types: normal traffic and attack 
traffic, but according to some studies, there are really 
five categories. Attacks are further divided into 4 types: 
from remote to local, from user to root, probing assault 
and DoS [23–26]. 
 
Machine Learning's Role in Intrusion Detection 
Systems 

While precise defense measures, such as machine 
learning-based IDS are required. They are being 
deployed as potential solutions for identifying network 
attackers [27-30]. To accomplish network intrusion 
detection (NIDS) employing a combination of 
algorithms, various ways have been proposed by 
researchers. There is a need for a method to categorize 
network assaults because the IDS continues to struggle 
more accurately with improving detection accuracy 
despite the significant research efforts [31–34]. 
Several researchers use ML/DLNN algorithms to 
evaluate the performance of attack discovery. 
Machine/deep learning methods can be used in three 
ways: individually, hybrid and collectively. Several 
data sets have been used to evaluate machine learning 
algorithms' performance. The most popular dataset for 
measuring performance is the NSL KDD Dataset [35–
38]. 
 
Role of CTI in Intrusion Detection System 

The knowledge base that includes context, 
behavior, actions, and the repercussion of this attack is 
known as cyber-threat intelligence (CTI). This 
information will be used to counter attacks in the 
future. CTI regularly updates information and context 

about cyber-attacks. It provides multi-source 
databases that assist cyber defense mechanisms, 
enabling thorough monitoring, detection, and reaction 
to online threats [39–41]. Without peering beyond the 
network of your organization, it can be challenging to 
predict when, when, and how an attack will occur. 
Using global CTI feeds will give you information on 
how an attack is happening and who is behind it. CTI 
feeds will either provide strategies for anticipating 
occurrences or potential countermeasures against 
assaults. These threat feeds will help you develop 
important defensive security strategies. All-important 
threat vectors are covered by the CTI feeds, including 
websites, social media, bot IPs, malicious URLs, 
phishing URLs, spam, and malicious URLs. It gives 
businesses a chance to assess the risks and challenges 
they face in cyberspace and empowers them to decide 
how best to respond to impending attacks [42–44]. 
Organizations are concentrating on creating their own 
knowledge repositories today using data that is 
available globally. For generating threat feeds, CTI 
uses internal community and outside sources. Data 
gathered from corporate security solutions like 
IDS/IPS, firewalls, and antivirus software, among 
others, is included in internal feeds. An example of an 
external source is a threat feed from a public source 
(an unreliable source), such as an anti-malware 
domain, or a paid private source from several well-
respected and reputable security vendors.   
 

Information sharing between organizations in 
the appropriate industry is a challenge today. Cyber-
threat intelligence plays a key role in giving feeds to 
security devices such as IDS, SIEM, firewalls etc. 
These threat feeds are useful for organizations to 
protect against future attacks [45-46]. A lot of security 
organizations (AlienVault, threat connect etc.) are 
providing threat feeds. Organizations are 
incorporating these threat feeds into their devices [47-
50]. These threat feeds are continuously updating. 
Some of the benefits of CTI feeds are: 

 Reducing the risk component. 
 Gathering useful information (IoCs). 
 Protect your network and prevent data leaks. 
 Assessing the security posture. 
 Before, during, and after the attack, make use 

of cyber threat intelligence feeds. 
 Transferring CTI feeds. 

This research investigation has made the following 
contributions: - 
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This paper examines previous strategies for detecting 
IDS attacks. Machine learning and cyber-threat 
intelligence feeds play a role in this domain. The 
second contribution is the use of ML techniques for 
improved attack detection in IDS. Suggested a 
framework for accurate attack detection in IDS using 
different data sets. 

The structure of the research paper is as follows. 
Literature review is included in Part II. The problem 
statement in section III. The datasets for IDS analysis 
are described in section IV. Section V outlines the 
proposed methodology. Part VI presents the results, 
while Section VII is conclusion and further work. 
 
 
2. Literature Review 
 

In this proposed study [51] a classifier 
approach for NIDS by using the tree algorithm is used. 
The author has proposed a combining tree classifier 
approach for detecting network attacks. First 
implemented individual tree algorithms (Random tree, 
C4.5, NB Tree) on NSL-KDD data to know the 
accuracy of the individual algorithm for detecting 
attacks. Then different algorithms are combined to 
determine the accuracy. In individual classifiers, the 
random tree gives the best accuracy and the NB tree 
gives the least accuracy. The author has determined 
that combining the least and most accurate classifier 
(Random tree+ NB tree) yields the best accuracy. In 
this study [52] Intrusion detection system framework 
is proposed. The author utilized a Bayesian classifier 
to discover anomalies in the network. NSL-KDD 
dataset is used as a benchmark. This paper has two 
phases. The wrapper approach was used for feature 
scaling. After applying feature scaling 16 feature set 
was used to obtain results instead of actual 41 features. 
In this study [53], ml techniques are used to detect 
security attacks. SVM is utilized in this strategy to 
enhance the accuracy of attack detection. The NSL-
KDD dataset is employed. The 41-feature set is 
separated into three categories: basic, content, and 
traffic. In this study [54], the author has proposed a 
novel approach called the outlier detection to detect 
intrusion in the network. The NSL-KDD data set was 
employed to validate the suggested technique. The 
suggested method takes less execution time and 
storage to test the dataset as compared to previous 
machine learning approaches used. The study [55] 
investigated the viability of merging fuzzy logic with 

machine learning techniques to detect intrusions. The 
suggested architecture mined fuzzy association rules 
using machine learning methods, extracting the best 
possible rules using a genetic algorithm. 
 

In this research work [56] attack detection 
method for IDS is proposed. Outliers are removed 
from the data. When network flow shows abnormal 
behavior then this concept will help to detect these 
types of anomalies.  The authors of [57] presented a 
novel concept for intrusion detection systems (IDS). 
The proposed study proved that if k-means clustering 
is applied, IDS accuracy improves in detecting attacks. 
This model performs best when given multiple 
clusters that correspond to the number of data types in 
the dataset. When the number of clusters changes, the 
performance of K- means degrades. In this proposed 
study [58] it has been elaborated that entropy can 
detect abnormal network behavior but with a high 
false rate. SVM model can classify traffic as normal 
or malicious traffic by learning different features of 
the network. The goal of this study is to overcome 
shortcomings of network entropy and support vector 
machines. So, the authors produced a hybrid solution 
that incorporates the advantages/ of both techniques. 
The dataset used in this proposed method is provided 
by MIT Lincoln laboratory. In this research work [59], 
authors have used k-means with naive bayes algorithm 
in IDS. This study shows that the k-means algorithm 
is not appropriate for anomaly detection because in 
some cases (especially in passive attacks, observatory 
attacks, etc.) intrusion behavior is almost the same as 
normal.  If K- means algorithm is used with naive 
bayes, the detection rate increases with low false alarm. 
Authors have conducted experiments on Koyot 2006+ 
dataset. In this study [60] a detailed review of 
anomaly-based detection in which single, hybrid and 
ensemble machine learning models are used to 
evaluate different data sets. This comparison shows 
that the hybrid and ensemble machine learning 
approaches give higher accuracy and detection rate. In 
this study [61] evaluated the performance of J48, MLP, 
and bayes network classifiers for attack detection in 
IDS. According to the results, J48 showed the best 
results for detecting and classifying all attacks in the 
NSL-KDD dataset. In this study [62], implemented 
analysis on anomaly detection and presented a 
comparative review of seven machine learning model 
performances on Kyoto 2006+ dataset. Radial Bases 
Function (RDF) performed better under receiver 
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operating curve (ROC) among seven models. All 
remaining models outperformed 90% of the time in 
terms of precision, recall, and accuracy. In the 
proposed study, presented [63] a hybrid system that 
uses two detection systems i.e., misuse for signature 
or already existing types of intrusions and anomaly for 
new and updated intrusions. KDD Cup dataset used 
for the training of the system and about 30,000 files 
from window XP used to perform 2 weeks experiment. 
Using the NSLKDD dataset, this study [64-65] 
compared the performance of two supervised machine 
learning models, ANN and SVM. Four machine 
learning models are used to create an ensemble model. 
On two data sets, UNSW NB-15 and UGR'16, random 
forest, k- closest neighbor (KNN), SVM and logistic 
regression are applied on emulated and actual network 
traffic. A review [66] is presented in this research 
work for detection of attacks in intrusion detection 
system (IDS). In this proposed study [67], to detect 
intrusion attacks in a computer network four ML 
algorithms bayes net, J48, random forest and random 
tree applied on the KDD Cup dataset to analyze their 
performance. Random forest and random tree 
algorithms performed best on test datasets.  

 
This paper investigates ML/DLNN models for 

intrusion detection systems [68-71]. Seven machine 
learning models namely Bayesian network, naive 
bayes classifier, decision tree, random forest, random 
tree, decision table and artificial neural network are 
explained, and their performance is tested using KDD 
cup data in terms of precision, recall, f1-score, and 
accuracy. Random forest gives the highest 
performance overall with 94% accuracy. In this paper 
[72], one-dimensional convolutional neural network-
based deep learning method for creating an effective 
and flexible IDS (1DCNN) is presented. Normal and 
abnormal network traffic are classified and labelled 
for supervised learning in the 1D-CNN. Tested this 
proposed model using the UNSW NB15 IDS dataset 
to demonstrate the efficacy of approach. To compare 
performance, random forest (RF) and SVM models 
based on machine learning, as well as 1D-CNN with 
varying network parameters and architecture, are 
utilized. This study's key contribution [73] is the 
presentation of a HIDS that builds on the well-known 
consolidated tree construction (CTC) technique to 
effectively handle class-imbalanced data. At the 
detector's pre-processing step, a supervised relative 
random sampling (SRRS) technique was developed to 

get a balanced sample from a high-class imbalanced 
dataset. In addition, an advanced multi-class feature 
reduction approach was devised and built as a filter 
element to deliver the best standout features from IDS 
datasets for effective intrusion detection. With the 
help of cutting-edge IDS, it has been verified by using 
the NSL-KDD dataset and the CIC-IDS-2017 dataset.  
This research [74] creates an effective hybrid network-
based IDS model (HNIDS) that uses the enhanced 
genetic algorithm and particle swarm optimization 
(EGA-PSO) and improved random forest (IRF) 
methodologies to address the data-imbalance issue. In 
the first phase, the proposed HNIDS employs hybrid 
EGA-PSO algorithms to optimize minor data samples 
and generate a balanced data set to understand the 
sample properties of small samples more precisely. A 
PSO approach is used in the suggested HNIDS to 
enhance the vector. The addition of a multi-objective 
function to GA improves it by helping to investigate 
the key features, improve fitness outcomes, reduce 
dimensions, increase true positive rate (TPR) and 
decrease  
 

false positive rate (FPR). Using the benchmark 
datasets NSL-KDD, the performance of the suggested 
technique is compared with existing approaches. The 
experimental results show that the proposed HNIDS 
methodology outperforms different ML algorithms for 
the NSL-KDD dataset, including SVM, RF, LR, NB, 
LDA, and CART, with a BCC accuracy of 98.979% 
and an MCC accuracy of 88.149%. This study [75] 
provides a detailed analysis of the technologies, 
procedures, design, and risks posed by compromised 
internet of things (IoT) devices. Because the number 
of IoT devices is constantly expanding around the 
world. By the end of 2020, about 50 billion gadgets 
will most likely be connected to the Internet. Because 
of proliferation of IoT devices, the number of IoT-
based cyber-attack instances has skyrocketed. So, it is 
necessary to create new approaches for detecting 
incidents launched from hacked IoT devices to address 
this challenge. The best detective control solution 
against assaults caused by IoT devices in this context 
uses machine and deep learning techniques.  This work 
[76] described the design, implementation, and testing 
of a DL-based intrusion detection system based on 
FFDNNs. The best effective intrusion detection 
system has yet to be identified. The FFDNN models 
used in this work were connected to a FEU via IG to 
reduce input dimension while increasing classifier 
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accuracy. This study made use of the NSL-KDD 
dataset. For the binary and multiclass classification 
problems, the FFDNNs models outperformed SVM, 
RF, NB, DT, and KNN, both with a full and a FEU-
reduced feature space. To detect online intrusions, 
proposed a unique threat intelligence detection model 
(TIDM) in this study [77]. The suggested TIDM is 
designed to handle large amounts of data live and as a 
result it can identify unknown connections, including 
zero-day assaults. The TIDM is made up of an 
optimized filter (Opti Filter), an adaptive and hybrid 
classifier, and an alert component. The Opti Filter 
component's key contributions come from its capacity 
to continually collect data flows and create unlabeled 
connection vectors. In the second portion of the TIDM, 
the enhanced growing hierarchical self-organizing 
map (EGHSOM) and the normal network behavior 
(NNB) models are integrated to find undiscovered 
links simultaneously. The suggested TIDM 
continuously updates the hybrid model in real-time. 
The Internet of Medical Things (IoMT) [78] is a subset 
of the Internet of Things (IoT) in which medical 
devices communicate confidential data. These 
advancements make it possible for the healthcare 
industry to communicate with and care for its patients 
more effectively. However, they have certain 
drawbacks because to the numerous security and 
privacy concerns, such as replay attacks, man-in-the-
middle attacks, impersonation, privileged insider, 
remote hijacking, password guessing, DoS assaults, 
and malware attacks. When one of these attacks targets 
sensitive data, there is a potential that the attacker may 
gain access to allowed data or that the data will be 
altered, rendering it unavailable to authorized users 
and clients. Researchers in the fields of machine 
learning and data mining have developed a variety of 
supervised and unsupervised algorithms to determine 
the accurate detection of an abnormality. KDD99 or 
NSL-KDD 99 data sets are the basis for most relevant 
efforts on IDS [79]. These data sets are regarded as 
useless for identifying current attack types and have no 
relevance. In this study, the UNSW-NB15 data set is 
used as an offline dataset to develop a customized 
integrated classification-based model for identifying 
malicious network activity. In comparison to other 
current decision tree-based models, the suggested 
integrated classification-based model performs 
noticeably better at detecting five groups. Also, this 
study creates its own real-time data set at the NIT 
Patna CSE lab (RTNITP18), which serves as the 

suggested intrusion detection model's working 
example. This RTNITP18 dataset is used as a test set 
to gauge performance. The proposed model [80] 
initially performs data preprocessing in two ways: data 
conversion and data normalization. Also, the suitable 
selection of features is carried out using the improved 
fish swarm optimization-based feature selection 
(IFSO-FS) approach. By incorporating the Levy Flight 
(LF) concept into the traditional FSO algorithm's 
search mechanism to get beyond the local optima issue, 
the IFSO technique was developed. 
 

Sharing threat events and indicators of 
compromise (IoCs) facilitates critical decision-making 
about timely and efficient defenses against 
cyberattacks [81]. Nonetheless, the present threat 
information sharing solutions make it difficult for 
threat detection systems (IDS) that use machine 
learning (ML) methodologies to share information and 
communicate with one another. As a solution to all of 
these issues, the platform for orchestrated Information 
Sharing and Awareness (ORISHA), which facilitates 
collaboration between threat detection systems and 
other information awareness components, is offered 
here. ORISHA is supported by a distributed threat 
intelligence platform built on an interconnected 
network of malware information sharing platform 
instances. This research suggests an efficient deep 
learning method [82] to increase classification 
accuracy and shorten training time. AE-IDS (Auto-
Encoder Intrusion Detection System), which uses the 
random forest algorithm, is one such technique.  Using 
feature grouping and feature selection, this technique 
creates the training set. Upon training, using an auto-
encoder, the model can predict the outcomes, 
drastically cutting down on the amount of time it takes 
to find results.  The experimental findings 
demonstrate that the suggested approach is 
preferable in terms of simple training, robust 
adaptability and high detection accuracy. This 
proposed study [83] improves IDS detection 
mechanisms through two processes: a deep neural 
network (DNN) model with new features for threat 
detection based on two assumptions related to dealing 
with zero-day attacks, with low computing power and 
resources, and a comprehensive detection solution that 
combines the DNN model and principal component 
analysis (PCA) to increase security and performance. 
According to analytical and software results, the 
suggested detection system, which integrates DNN, 
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PCA, statistical, and knowledge-based methodologies, 
surpasses existing IDS. In this study, IMIDS [84] was 
proposed as an intelligent intrusion detection system 
(IDS) to protect Internet of Things (IoT) devices. The 
heart of IMIDS is a lightweight convolutional neural 
network model that can classify a wide range of cyber 
threats. This article proposes an attack data generator 
driven by a conditional generative adversarial network 
to assist ease the problem of a shortage of training data. 
IMIDS beats its competitors in the testing, detecting 
nine different types of cyber-attacks (such as worms, 
shellcode, and backdoors) with an average F-measure 
of 97.22%. Furthermore, after being further trained 
using the information produced by attack data 
generator, IMIDS detection performance is noticeably 
enhanced. This work [85] presents the Intrusion 
Detection Tree ("IntruDTree") machine-learning-
based security model, which first considers the 
ranking of security elements according to their value. 
This approach reduces computing complexity by 
reducing feature dimensions, making it beneficial in 
terms of prediction accuracy for previously unseen test 
scenarios. Finally, experiments were run on 
cybersecurity datasets to test the effectiveness of this 
model and the precision, recall, f score and ROC 
values were calculated. The MR-IMID is proposed in 
this article [86] to detect network intrusions using 
various data categorization jobs. The proposed MR-
IMID reliably processes huge data sets utilizing easily 
available technology. To avoid future disparities, the 
MR-IMID in this proposed study detects intrusions by 
anticipating unanticipated test conditions and storing 
the results in a database. The proposed model 
outperforms previously published techniques, with 
detection accuracy of 97.7% and 95.7% throughout the 
training and validation phases, respectively. 
 
 
3. Problem Statement 
 

Due to the sophisticated nature of the attacker, 
the attack’s surface is continuously changing. Today 
organizations are facing a challenging task to 
safeguard oneself against cyber-attacks. In any 
network, IDS serves a critical role in protecting 
against assaults. There is a need to create an automated 
IDS mechanism that uses machine learning 
approaches to protect against assaults more correctly 
and precisely. CTI plays a vital role in providing 
updated threat feeds to security devices. 

4. Dataset for IDS Analysis 
 

In this domain, several data sets are available 
for exploration. The data sets accessible for 
experimentation are as follows. 
 
KDD Cup 99 Dataset 
It was created in the fifth international conference on 
knowledge discovery and data mining. Creating a 
network intrusion detector—a prediction model that 
can distinguish between incursions and attacks. 
 
NSL-KDD Dataset 
Network Security Laboratory-KDD (NSL-KDD), The 
dataset [22] contains 41 features, the data contains 
KDDTrain+, KDDTest21+, and KDD Test+ which 
includes 125973,11,850 and 22,544 records. So, the 
original matrix of the dataset is of size 
125,973x41,11,8500x41 and 22,544x41.Data. The 
data type is classified into two types of nominal and 
numerical data type. 
 
Aegean Wi-Fi Intrusion Dataset (AWID) Dataset 
It is the most widely used and open IDS dataset. 
However, AWID is distinguished by character data 
and an imbalance between attack data and regular data, 
which may have an impact on how well the intrusion 
detection system is rated (IDS).  
 
Yahoo Web scope S5 Dataset 
This anomaly benchmark consists of annotated 
anomalous points in real and artificial time-series. The 
dataset examines the precision with which different 
anomaly categories, such as outliers and change-
points, may be detected. 
 
Numenta Anomaly Benchmark (NAB) Dataset 
This dataset is intended to test algorithms for detecting 
anomalies in streaming web applications. It includes 
more than 50 annotated real-world and synthetic time 
series data files, as well as a cutting-edge scoring 
system built for real-time applications. A scorecard of 
anomaly detection algorithms, thorough 
documentation, and entire open-source data and code 
are all available. 
 
Kyoto 2006+ Dataset  
It is based on actual network traffic data collected over 
a three-year period and classified as normal and attack 
traffic. In count to the 14 statistical features collected 
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from the KDD Cup '99 dataset, the Kyoto 2006+ 
dataset adds 10 more characteristics. 
 
UNSW-NB 15 Dataset 
The raw network packets of this dataset were 
generated by the Australian Centre for Cyber Security 
(ACCS) to produce a combination of genuine current 
normal activities and synthetic contemporary attack 
behaviors. Tcpdump is used to collect 100 GB of raw 
traffic (e.g., Pcap files). This dataset includes nine 
attack categories: Fuzzers, Analysis, Backdoors, DoS, 
Exploits, Generic, Reconnaissance, Shellcode, and 
Worms. The Argus and Bro-IDS tools, as well as 
twelve methods, are used to generate a total of 49 
characteristics with the class label. 
 
Bot-IoT Dataset 
The UNSW Canberra Cyber Range Lab gathered this 
data by simulating a network environment. The traffic 
comprises of both regular and botnet traffic. The 
dataset's source files are available in a variety of 
formats, including the original Pcap files, created 
argus files, and csv files. The data were divided into 
attack categories and subcategories to enable tagging. 
 
ISCX IDS 2012 Dataset 
ISCX introduces a systematic method to produce the 
necessary datasets to meet this goal. A data set created 
in this regard known as ISCX IDS 2012. The 
fundamental concept is based on profiles, lower-level 
network elements, as well as accurate descriptions of 
intrusions. 
 
CSE-CIC-IDS2018 Data set 
We leverage the concept of profiles in this dataset to 
create datasets that include explicit descriptions of 
invasions as well as abstract distribution models for 
apps, protocols, or lower-level network components. 
It has amassed 16,000,000 occurrences in ten days. 
This is the latest publicly accessible big data intrusion 
detection dataset, and it encompasses a wide spectrum 
of attack strategies. 
 

Data set Year No. of Features 
KDD- Cup99 [22] 1998 41 

NSL-KDD [22] 1999 41 
AWID dataset [22] 2015 155 

Yahoo Web scope s5 [22] 2015 4 Classes 
NAB dataset [22] 2015 58 data streams 
Kyoto 2006+ [22] 2006 24 

UNSW NB-15 dataset 
[22] 

2015 49 

BoTIoTdataset [22] 2019 46 
ISCX IDS 2012 [22] 2012 14 

CSE-CIC-IDS2018 [22] 2018 81 

                         Table 1 Data sets Summary 
 
5. Methodology 
 

The suggested methodology examines two data 
sets: NSL KDD and CSE-CIC-IDS2018. These are the 
two most utilized data sets in IDS analysis of attack 
detection. There are three stages to the suggested 
methodology for analyzing the NSL KDD data set. In 
the first stage, data transformation technologies such 
as a label encoder are used. The second phase is 
feature reduction such as PCA, information gain and 
third phase are using classification techniques such as 
SVM, RF and DT. 
Phase-1  

NSL KDD data set consists of both numerical and 
nominal values, all values are converted to numerical 
in this phase. Use of a label encoder is made for this 
reason. It is employed since it is the method that is 
being used the most in the world. Converting values to 
a single value has the advantage of generating correct 
results because machine learning algorithms works 
good on single type of values. 
 
Phase-2 

The next step is the reduction of characteristics 
after the data have been transformed into numerical 
form. Several feature reduction methods, including 
genetic algorithms, linear discriminant analysis (LDA), 
principal component analysis (PCA), information gain 
and generalized discriminant analysis (GDA), are 
employed in the literature. The method of feature 
reduction that is currently used the most around the 
globe is PCA. PCA is used here because it is simple to 
calculate and provide accurate results. Computing 
systems find it relatively simple to solve problems. By 
lowering the dimensionality, it helps to improve the 
performance of machine learning algorithms. The 
benefit of using PCA is that it reduces data noise to 
some extent. Approaches such as the genetic algorithm 
have a high computational cost. Data that has 
substantial dimensions are difficult to visualize; 
therefore, PCA simplifies data visualization by 
decreasing the dimension. The feature set for the 
proposed study consists of forty-one features. After 
using PCA, the original forty-one feature set is 
reduced, and the fourteen best features are chosen. By 
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lowering the number of data set features, feature 
reduction approaches have the advantage of speeding 
up the system and requiring less processing power. 
The optimal 14-feature set extracted by the PCA is 
shown in table II. 

 
Sr.# Feature Sr.# Feature 

1. Protocol_ type 8. Srv_count 
2. Service 9. Duration 
3. Src_bytes 10. Dst_host_count 
4. Dst_bytes 11. Wrong_frament 
5. Num_failed_logins 12. Dst_host_srv_count 
6. Root_shell 13. urgent 
7. Count 14. Logged_in 

Table II. Optimal Feature Set 
Phase-3  

The next phase is applying classification 
algorithm on the data extracted from phase 2 with 
fourteen features. For classification, the SVM, RF and 
DT are utilized. These methods produce strong results 
on various types of data sets. 

Figure 2 displays a flow diagram. The NSL-KDD 
data set serves as the system's input. Using data 
transformation techniques, the data is reduced to a 
single numerical value. The features in the data set are 
then reduced using feature reduction techniques. To 
distinguish between legitimate and malicious traffic, 
classification algorithms are used after feature 
reduction procedures. 

Figure 3 displays the proposed methodology for 
NSL-KDD data set. Three phases make up the 
proposed methodology. The data preprocessing phase 
is the first stage. Using data transformation techniques 
like label encoder, the data set is transformed into 
numerical values at this phase. Data transformation 
techniques are used to convert the data set to a single 
numerical value since machine learning algorithms 
perform best on single value data sets. The feature 
reduction is the second stage. During this phase, 
feature reduction techniques like PCA are used to 
minimize the feature set. Forty-one characteristics are 
condensed to fourteen in this phase. Computational 
power grows when more features are used in the 
dataset. Hence, feature reduction techniques are 
utilized to save computational resources. Using 
machine learning methods for classification is the 
third phase. Decision tree, random forest, and SVM 
algorithms are employed in this step to classify data. 
The training and testing data sets are split 80:20. 
Machine learning techniques classify the data as either 
an attack or legitimate/normal traffic. 

 
Fig. 2 Data Flow Diagram 

 

 
Fig. 3 Proposed Framework 

 
The proposed methodology for analyzing the 

CSE-CIC-IDS2018 dataset is distributed into three 
stages. The initial stage is the normalization phase, 
which employs normalization techniques such as z-
score and max normalization. The second phase 
involves feature reduction techniques like PCA, while 
the third involves classification methods such as SVM, 
RF, and DT. 
Phase-1 

The preliminary step is to standardize the data 
set.. Because the values in some of the data sets 
columns are quite high. Normalization techniques are 
used to balance the values in the data collection. The 



IJCSNS International Journal of Computer Science and Network Security, VOL.24 No.4, April 2024 

 

187

 

advantage of using normalization techniques is that it 
equalizes all the values of the columns. For this 
purpose, z-score is used. 

 
Phase-2 

In the second phase normalized data set is used 
for feature reduction, as this data set consists of 81 
features which requires more computational power 
and resources for utilization. For feature reduction, 
techniques such as PCA are used. 81 feature sets are 
reduced to 53 feature sets. 

 
Phase-3 

The next phase is applying classification 
algorithm on the data extracted from phase 2 with 
fourteen features. For classification, the SVM, RF, and 
DT are employed. 

 
Fig. 4 Data Flow Diagram  

 
                   Fig. 5 Proposed Framework 

 
Figure 4 displays a flow diagram. The CSE-CIC-
IDS2018 data set serves as the system's input. Using 
normalization techniques, the entire set of data is 
normalized. After that, the data set's features are 
reduced using feature reduction techniques. To 
distinguish between legitimate and malicious traffic, 
classification algorithms are used after feature 
reduction procedures. 

Figure 5 displays the proposed methodology for 
SE-CIC-IDS2018 data set. Three phases make up the 
suggested methodology. The normalization phase is 
the first stage. Using normalization techniques like z-
score, the data set is normalized in this phase. 
Normalization is a common approach for preparing 
data for machine learning. Normalization is the 
process of converting numeric column values in a 
dataset to a standard scale while keeping information 
and not distorting the value ranges. The second stage 
is feature reduction. During this phase, feature 
reduction techniques like PCA are used to minimize 
the feature set. Eighty-one characteristics are 
condensed to fifty-three in this phase. A data set's 
computational power grows when more features are 
used. Hence, feature reduction techniques are utilized 
to save computational resources. Using machine 
learning methods for classification is the third phase. 
Decision tree, random forest, and SVM algorithms are 
employed in this step to classify data. The training and 
testing data sets are split 80:20. Machine learning 
techniques classify the data as either an attack or 
legitimate/normal traffic. 
 
 
6.  Results 

Several performance evaluation metrics, 
including recall, accuracy, and precision, are 
employed for experimentation. To learn the specific 
outcomes, various performance measurements are 
used. The level of accuracy indicates a model's overall 
performance. Hence, relying solely on accuracy is a 
bad idea. Precision identifies the classifier's expected 
positive results out of all positive findings. Sensitivity 
is also known as recall. It is preferable to employ 
precision and recall together rather than separately 
because they are deficient performance indicators 
when used alone. Making use of the NSL-KDD data 
set, the proposed methodology has a 95% accuracy 
rate, which is higher than that of existing methods. 
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Using random forest, we achieve accuracy, precision, 
and recall of 96%, 94%, and 94%, respectively. SVM 
achieves 94%, 92%, and 92% accuracy, precision, and 
recall, respectively. The decision tree achieves 92%, 
92%, and 91% accuracy, precision, and recall, 
respectively. The proposed methodology achieves an 
accuracy of 98% when using the CSE-CIC-IDS2018 
data set, which is greater than that of existing methods. 
Using random forest, we get 98% accuracy, 97% 
precision, and 96% recall. SVM produces accuracy, 
precision, and recall of 94%, 95%, and 95%, 
respectively. The decision tree achieves 93%, 94%, 
and 94% accuracy, precision, and recall, respectively. 
Python is used to implement our findings. It uses a 
Core-I-7 processor and 16 GB of RAM. Table III 
displays the obtained outcomes. Fig. 6 & 7 shows the 
comparison of results with NSL-KDD and CSE-CIC-
IDS2018 dataset. 

 
Data Set Classifier Accuracy Precision Recall 

NSL 
KDD 

 

Random 
Forest 96% 94% 94% 
SVM 94% 92% 92% 

Decision 
Tree 

92% 92% 91% 

CSE-
CIC-

IDS2018  

Random 
Forest 

98% 97% 96% 

SVM 94% 95% 95% 
Decision 

Tree 
93% 94% 94% 

 
                              Table III. Results 
 

 
Fig. 6 Comparison of results with NSL-KDD Dataset 

 

 
Fig. 7 Comparison of results with CSE-CIC-IDS2018 

Dataset 
 
7. Conclusion and Future Work 
 

The cyber-crime rate is rapidly increasing which 
is a major disadvantage of technology. There are 
various attacks and ways through which attackers 
penetrate systems. To protect systems from such 
attackers, researchers developed numerous solutions 
based on machine learning algorithms, which are 
critical in detecting and protecting assets from diverse 
attacks. Using machine learning approaches, this 
research study offered a strategy for more precisely 
detecting attacks in IDS. In the proposed approach two 
mostly widely used data set NSL-KDD and CSE-CIC-
IDS2018 are used for experimentation. With the NSL-
KDD data set, this methodology achieves an overall 
accuracy of 96%, while with the CSE-CIC-IDS2018 
data set, it achieves an accuracy of 98%. In IDS, this 
suggested approach identifies network assaults more 
correctly and precisely than previous approaches. 
Deep learning techniques will be employed in the 
future to improve classification outcomes. 
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