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Abstract 
In this paper we used classification algorithms on social 
networking. We are proposing, a new classification 
algorithm called the improved Decision Tree (IDT). Our 
model provides better classification accuracy than the 
existing systems for classifying the social network data. 
Here we examined the performance of some familiar 
classification algorithms regarding their accuracy with our 
proposed algorithm. We used Support Vector Machines, 
Naïve Bayes, k-Nearest Neighbors, decision tree in our 
research and performed analyses on social media dataset. 
Matlab is used for performing experiments. The result 
shows that the proposed algorithm achieves the best results 
with an accuracy of 84.66%. 
Keywords: 
Classification; Data Mining; Decision Tree; KNN; Social Network. 

 
1. Introduction 
 

According to (Almasoud, et al, 2015) “Data mining 
refers to a collection of techniques used to extract hidden 
knowledge such as patterns, relationships, or rules from 
large data sets  and to make appropriate predictions”[18].  
The social media has now become gotten a focal point of 
data trade [4].Social network is a popular way to show the 
connection among the individuals in a gathering or network. 
It very well may be deciphered as a diagram in which a 
vertex relates to an individual in that gathering and an edge 
speaks to some type of relationship between the comparing 
people. Notwithstanding, informal organizations are 
extremely powerful articles, since new edges and vertices 
are added to the diagram over the time. Machine Learning 
is a method that can adapt consequently and foresee the 
outcomes dependent on the past perceptions. It gives an 
exact expectation [4]. In the field of machine learning and 
data mining, classification is a significant method of 
information investigation.. Classification is one of the 

supervised learning methods. Basic classification 
algorithms are: decision tree, association rules, 
Bayesian,neural network, genetic algorithm, KNN 
algorithm [1]. 
 
 The classification has two stages, specifically training as 
well as testing. Training implies making the machine to 
learn with the information and their associate class. Testing 
implies making the machine to check the data based on the 
past perception. In classification, the decision tree is 
generally mainstream and basic strategy to categorize the 
data into two or numerous classes. In this paper we used 
classification algorithms on social networking. Improved 
Decision tree algorithm has been implemented to show that 
it gives more accuracy than existing techniques. 
 
 
2. Literature Review 

 
M.Thangaraj et.al[7] examines various text 

classification techniques with their qualities, conceivable 
outcomes and shortcomings in extracting knowledge from 
data. Semi-supervised text classification is significant in 
text mining because to its classification efficiency. 
 
Tanushree Dholpuria[10] discuss about the classification 
algorithms which are utilized for large data analysis that can 
be utilized to predict Box-Office performance dependent on 
twitter messages. 
 
Deepa B[12] expressed that classification is done with the 
assistance of Logistic regression and decision tree classifier. 
In that decision tree create high exactness than the Logistic 
regression. 
 
R. Nivedha and N. Sairam [13] characterize the health and 
non-health related information .The outcome is compare 
with the Naïve Bayesian classifier.  
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Mateusz Nurek et.al [15] expressed the aggregate 
arrangement classification algorithm obtained better 
outcomes on account of an unequal dataset. 
 
 
 Brijain R Patel[16] expressed that the performances of the 
algorithms are strongly depends on the “entropy, 
information gain and the features of the data sets”. 
Ihsan A. Kareem , Mehdi G. Duaimi[17] centers around 
C4.5 algorithm.  
  
 
Bhaskar N. Patel. et.al[18] gather the information of 10 
students and attempt to discover the knowledge with 
assistance of KNN and Decision tree. At last as far as 
accuracy and complexity decision trees are better than K-
Means. 
 
Yan-yan SONG et.al [19] present that decision tree method 
is a powerful statistical tool for “classification, prediction, 
interpretation, and data manipulation”. 

Satbir Kaur[20] introduced decision tree algorithm CART 
and C4.5. Presumed that C4.5 is more precise and consume 
less execution time to mine data with least error rate 0.04. 
Harvinder Chauhan, Anu Chauhan[21] concentrated on 
serial execution of decision tree algorithm which is memory 
resident, quick and simple to actualize. 
 

 
 
3. Methodology 

In the proposed algorithm, a decision tree algorithm 
is utilized. At that point, linear regression strategy is applied. 
Proposed improved decision tree algorithm embraces a 
post-pruning strategy for decision tree algorithm that 
estimates accuracy, prediction speed and training time. 
Figure 3.1 shows the architecture and Figure 3.2 shows the 
flowchart of Improved Decision tree algorithm. 
 

 
 
 
 
 
 

  
 
 
 
 
 
 
 
 
 
 

 
Fig 3.1 Architecture of Improved Decision tree algorithm 

 
 
 
 
 
 
 
 
 
 
 
 
 

Datasets 

Decision tree 
algorithm 

Proposed 
improved 
Decision tree 
algorithm 

Linear 
regression 

Post 
Pruning 



IJCSNS International Journal of Computer Science and Network Security, VOL.24 No.6, June 2024 
 

 

85

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
No 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig 3.2  Improved Decision tree algorithm Flowchart 
 
 
3.1 Proposed Algorithm 
 
Input:  Social Network Dataset 
Output: Improved Decision Tree (IDT) 
 
Method: 
 

1. We have taken social network dataset. 
2. Thereafter attributes have been evaluated and then 

selected. 
3. Next we have trained improved decision tree 

algorithm. 
4. On completion of training, we will test the 

performance. 
5. If training is not complete then we goto step [3] 

 
 
 

4. Experiment 
 

In this research, we have taken Facebook metrics 
dataset. We explored with four distinctive classification 
algorithms. The algorithms that we utilized are KNN, SVM, 
Decision tree, and Naive Bayes. At that point we analyzed 
the performance of the above classifiers with improved 
decision tree (IDT). We observe that an improved Decision 
Tree (IDT) classification algorithm performs better 
accuracy at that point existing classifiers. 
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Fig 4.1: face book  dataset 

 
 

Table 4.1 Performance of various classification algorithms 

Classification algorithms  Accuracy 

Total 
misclassification 

cost Prediction speed 
Training 

time 

DECISION TREE 81.80% 91 ~4800 obs/sec 1.0035 sec 

LINEAR SVM 84.20% 79 ~2700 obs/sec 3.6376 sec 

Guassian Naïve Bayes 56.60% 217 ~4000 obs/sec 1.4255 sec 

FINE KNN 78.40% 108 ~2700 obs/sec 3.9467 sec 

Weighted KNN 82.40% 88 ~4100 obs/sec 2.3982 sec 

     

IMPROVED DECISION TREE 84.60% 77 ~4500 obs/sec 1.2639 sec 
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Fig 4.2 Accuracy Graph 

 
 

 
Fig 4.3 Accuracy Chart 

 
 

5. RESULTS AND DISCUSSION  
 

This paper proposed an improved decision tree 
classification on facebook data. The outcome is contrasted 
with the Naïve Bayesian classifier, SVM, Decision tree and 
KNN. The proposed improved decision tree gives better 
classification accuracy and performs well with the 
enormous data set. The resultant information is useful for 
social network analysis for further mining. Decision trees 
have consistently been an issue with huge dimensional data. 
To tackle this issue, improved decision trees are 
recommended.  
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