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Abstract 
The inverted index is combination of the keywords and posting 
lists associated for indexing of document. In modern age excessive 
use of technology has increased data volume at a very high rate. 
Big data is great concern of researchers. An efficient Document 
indexing in big data has become a major challenge for researchers. 
All organizations and web engines have limited number of 
resources such as space and storage which is very crucial in term 
of data management of information retrieval system. Information 
retrieval system need to very efficient. Inverted indexing 
technique is introduced in this research to minimize the delay in 
retrieval of data in information retrieval system. Inverted index is 
illustrated and then its issues are discussed and resolve by 
implementing the scalable inverted index. Then existing algorithm 
of inverted compared with the naïve inverted index. The Interval 
list of inverted indexes stores on primary storage except of 
auxiliary memory. In this research an efficient architecture of 
information retrieval system is proposed particularly for 
unstructured data which don’t have a predefined structure format 
and data volume.  
Keywords: 
inverted index, big data, unstructured, auxiliary, algorithm 

 

 
1. Introduction 
 

The information technology and social media has a 
very vital role in present age. Now a days people wants to 
remain more up-to-date about what is happening around the 
world and what is latest in their interests fields. This has 
directly increased the data in search engines in exponential 
rate. On the daily basis data is generating in TB. This 
exponential growth in data is very serious challenge for the 
researchers who want to enhance the information retrieval. 
A data which is very large and complex to handle is called 
big data. It is increasing in exponential rate and its 
management is always remains a challenge for researchers. 
The inverted index is indexing technique of full text 
document. Inverted index is divided in front end and back 
end. The front end user directly searches keywords 
according to their needs using social media or web engine. 
The back end data is stored in some databases probably 
distributed database. That particular data is stored using 

some data structure on storage media such as primary or 
auxiliary media.  

The inverted index is an index structure to map data 
files to its location, such as numbers and words in the 
database. It contains posting lists and term frequencies of 
document files tt are transfer, map and store in the database 
of computer. The data which has no predefined structure is 
called unstructured data. This unstructured data in 
information retrieval system generated voluminously, the 
information retrieval system which provide full text search 
to the users by using search engines are commonly 
comprised upon unstructured data. 

 

 

         Figure 1: How to build Inverted index 

 

The problem of which is mostly encountered in now 
a days data is available in a large size but it somehow do not 
match to every query or is amount of data that is not 
required by our query in information retrieval system. The 
fast and accurate retrieval is problem of this research. These 
delay may be belongs to the transfer of data in primary 
memory and virtual memory. The interest belongs to 
efficient and cost effective retrieval of data that is being 
searched using some search engines.  
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The fast query result is also the demand of the 
research and data compression technique like run length 
coding algorithm contribute a lot to fast retrieval and data 
compression at the time of the coding and indexing in 
posting lists. Whenever the document is removed from 
database its index could track which consume crucial 
resources [1].  The appropriate information retrieval is more 
sensitive because it is not possible to done it manually to 
huge bulk of data. However, the information retrieval 
system deals spontaneously query search within indexed 
documents [2]. The document indexing is very critical 
process because system performance and speed of retrieval 
completely resides upon the structure and design of 
indexing technique [3]. The document relativity is 
examined via similarity of keyword and indexed document 
then this number of similarity is sorted in according to 
module paradigm. The information retrieval system is about 
management, organization, and sharing the information 
entertaining to the given queries. It is not always possible to 
the retrieval system to return useful and meaningful data it 
is just the pattern matching similarity process which 
describes the prevailing documents according to query 
through search engines [4]. Keywords are used to find out 
query from document, this query is given some weight 
according to system specifications that refer high weight to 
high priority and high similarity then this weight is included 
to the inverted index file or posting list and use to notify the 
result of the query [5]. Document requires indexing 
technique to search query from database. Inverted indexing 
is well defined structure of data storing and retrieving from 
provided dataset. It consists on inverted list, inverted files 
having number and frequencies referring to the dataset. The 
performance of information retrieval system could be 
enhanced through the analysis and compression of data that 
is in raw material and need to generate useful information 
for query and inverted index optimization [6]. The 
frequencies of data in document term should scan first 
before constructing the inverted index of the document [7]. 
The benefit of that scanning is that system will defined the 
finite state machine to parse the term document will then 
minimizes the regular expression of that grammar [8]. The 
image based information retrieval system is discussed as the 
color of the image shape and texture. Color management 
and storage of the image is easily manage and accessible but 
shortcoming is that it completely neglects the texture of the 
image at the time of the precision and the recall [9]. The 
region based Image segmentation algorithm firstly 
introduced but later on it finds as an element which slows 
down the retrieval of image from information retrieval 
application during precision. There are many techniques to 
segmented the image histogram is the most commonly used 
technique to convert image at a grey  scale for better 
resolution of pixels and image [10].  

 
 

2. Inverted Index 

Inverted list is a combination of unique identifier of 
frequently appearing strings of inverted indices whether it 
is post or pre-string in the document. Inverted lists consist 
of term appearance in the document and location of the 
particular document on disk [11].It may be extending in 
term of identifier length. Another term is used in inverted 
indices is a query resolution that use to fetch and decode 
query for the inverted lists. It also checks the query 
relativity among the document and computes it for the 
inverted lists. It presented query answer that term which has 
high relativity in the document of inverted list to the 
inverted indice [12]. Map reduce is a modern programming 
model which is best suitable to handle large amount of data 
(big data). It is suggested to speed up indices construction 
using its modern frameworks and algorithms to manage all 
kind of data and required management technique [13]. In 
memory inversion, sort based inversion and merge based 
inversion are major three types of building inverted indices 
in traditional stand-alone environment. Inverted indices is a 
recommended for search engines for efficient retrieval of 
information retrieval system [14].  

 
Inverted indices somehow referred to as a ranked 

query as it take into account the number of occurrences in 
descending order.  

              Figure 2: Structure of Inverted Index 

 

The above mentioned figure is depiction of the 
inverted index parallel query processing paradigm where all 
finite state of automation works independent of each other. 
Inverted index is used in combination with corpus technique 
of indexing for maximization accuracy and actual data 
retrieval. Data is crawl from back-end to forefront, user 
parse his queries as keywords. it is an important information 
to kept in view that indexing in not at all free of cost in 
inverted indices as you want to compress a document in 
inverted index it almost occupy same space as real text 
occupy in text it is crucial that compression of data should 
betake place at the inverted lists it considerably decrease the 
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space. Researchers always remained concerned about the 
compression of inverted lists. The classification of 
document gaps is a simple method of compression through 
deduction of inverted lists. Frequent term has less document 
gaps while rare terms has longer gaps .gaps are referred to 
as differences in the consecutive numbers of term 
occurrences in ascending orders.  

 
Modern search engines rely on indexing techniques 

centralized and distributed indexing are main distribution of 
indexing techniques [15]. As data is growing exponentially 
that’s why researchers consider distributed technique more 
reliable and efficient as it could easily handle large amount 
of data which is generated by all major search engines for 
indexing [16]. Big data is increasing at enormous scale 
quick retrieval of large space required data which is a 
challenge because analysis and fast retrieval is not possible 
such as pointer links of inverted indices are stored on 
auxiliary storage [17]. Centralized databases provides 
magnificent support to structured data but to deal with 
unstructured data is not an easy task somehow of velocity, 
variety and volume. Inverted index is an indexing structure 
support by almost all search engines [18]. When result is 
presented to a user top ranked or high priority is shows to 
the user. It is important to take into an account that priority 
of document also subsiding function of the term frequency 
and length of the term inversely related occurrence of 
particular term in the text. 

 
 

3. Unstructured data types 

Unstructured data is most probably characterize by 
the highly presence of the digital content, Text based 
enormous dimensions (big data) of content [19]. In present 
age data is generated at a very high rate which has made it 
more complex for search engine to analysis of data in high 
quality and relatively in short period of time [20]. 

 

 

                 Figure 3: Types of unstructured data 

Above mentioned includes the commonly used 
types of the unstructured data. Unstructured data containing 
is explained as: 

 
3.1 Text files and documents 

The text file refers to computer files that do not have 
particular format and image information; it is just line by 
line classification of words. These files are recognized by 
the extension at the last with .text files [21]. The text files 
are container of text content in computer system. There are 
two categories of computer system files text files and binary 
files to carry electronic text. This data do not have 
predefined structure for architecture of computer system.
  
3.2mServers and website  

The servers of any system hosts web or nodes of that 
system and provide facilities to the entire interconnected 
system and allocate resources of crucial need in efficient 
manners. All-important files that need to be share, 
maximize, secure and communicate for system, are 
available on servers of that system. 

 
Website or site is collection of webpages hosts by 

some servers in some fashion of groups. The most of un-
structured data is generated by the excessive use of the 
websites [22]. It generates data in large bulk as it is 
combination of webpages that it contains documents which 
is access by using web browser. 

 
 

3.3 Sensor data 

In the age of information technology sensor data is 
most of type generated data, as we consider it as data that is 
outcome of the electronic devices connected to the 
computer input some data by system and generate output to 
that input is called sensor data [23]. These devices are 
commonly used now days for different causes such as 
security, household, forecast, sensors for diagnosing 
diseases etc. This data output is mostly used as an input for 
any other system. It is the type of data, that sensors has 
completely control and manage human life  as it resides 
more on electronic devices. 

 
3.4 Images and emails 

Images and emails are widely used now days. A 
very large amount of unstructured data is generated by the 
excessive use of them. An image is pictorial representation 
and storage of physical objects into electronic form in any 
computer system. The electronic mail usually called email 
is sent alike letter, from one system to another system in 
electronic form travelling through internet. 
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3.5 Audio and video files 

The audio and video files format do not specify the 
structures of files hat why it needs more intense information 
about file storage and indexing for efficient retrieval 
information while passing query as keywords to the 
database. These files may be compresses and may not be. 
Compression of audio and especially video files reduces 
size mostly using lossy compression technique. Video files 
are heavy to files system, it needs maximum resources of 
the system there compression is necessary to overcome 
resources utilization at their behalf. There are many 
techniques and algorithm available for compression but it 
has drawback to slow down the speed of the system. 

 
3.6 Social media data 

The excessive use of information technology lends 
social media excessive use. Now, more and more people are 
using social media sites to stay connected to each other but 
also remain to keep in touch about what are new updates 
about world. What is new and latest trends generate huge 
amount of data generated by single user. Facebook, twitter, 
instream, are most common sites to generate unstructured 
data.  These sites are great source of entertainment also as 
there is almost all information about particular interest. 

 
 

4. Materials and Methods 

Big databases manipulate billions of documents 
containing thousands of queries within second. Efficient 
and fast query retrieval is a major concern of researcher. 
Inverted list could easily expand from MBs to required GBs 
which is a bottleneck of performance enhancement. The 
Increasing trend of technology leads the way to depend 
upon search engines to access information [25]. Compact 
data structure combination with treap topology help in 
compression of document in given dataset [24].  Internet 
access is increasing day by day as a result it produces many 
challenges for researchers such as data organization and 
searching operations on that data in term of efficient 
retrieval of information. Space consumption is also keeping 
researcher engage to investigate new techniques for data 
indexing [26]. Text retrieval is essentially to care of because 
a lot of communication convey through it [27]. Inverted 
indices are a look up table which consist of substrings of 
textual data of document databases. Inverted indices are a 
look up table which consist of substrings of textual data of 
document databases [28]. Inverted indexes is a collection of 
related code words defined in some codebook where 
clustering is impose on primary data of vectors [29]. The 
main aim of inverted indices remains to bring query vector 
adjacent to database vector. Codes words are sorted in 
descend order and list of few code words combined to 
response query request [30]. It always excited researchers 

to reduce the distance between query and dataset as it is not 
stored on internal memory however on external memory 
[31]. Inverted indices never required primary dataset to 
process query. It required interval list to answer any query 
[32]. It was stated that during some decade inverted indices 
and bag-of-words remain only source of image retrieval in 
large databases.  Inverted indices were single minded firm 
to retrieve image through using its discriminative ability 
[33].  

It was stated that inverted indices or files are vital 
important in information retrieval system to search 
particular material mostly text data in unstructured nature 
data [34]. They proposed to build a system which main aim 
is to provide authentic information relaying on user 
requirements, individualities and behavior for thematic 
virtual museum system [35]. They provide relevant and 
useful information and do not puzzle user by providing 
irrelevant information. They needed to collect document 
based data collection for optimal retrieval and suggested 
construction of thematic virtual museum inverted indices. 
(IDF) Inverted document frequency and (TF) term 
frequency were techniques introduced to investigate status 
of information collection which were evaluated in 
descending order [36].  

 
The information retrieval system was completely 

resided upon the data generation sources such as search 
engine. These search engines generated data that was not 
easy to distinguish its nature and structure [37]. The 
information retrieval system was replaced by the data-
spaces that worked in corporation existence technique [38]. 
Their main feature was the integration less structure to 
search a query into the given database. They introduced data 
space support platform to search query from database by 
using the principle that  
 
1.It was especially designed to treat the heterogeneous 
databases. 
2.The data space support platform did not provide the full 
control on the databases such as transaction and indexing it 
was just designed to deal with data-space component 
services. The other integration system was controlled by the 
data management system. 
 
3. The data-space source platform was very efficient for 
query optimization process. When the user enter query 
using keywords for single unavailable data then it returned 
optimize query by making search collective data search. 
 
4. The data-space support platform was designed to 
compensate the space resources by providing them mutual 
exclusiveness. 
 

Investigated that with the development of web, 
clients were looking forward for reports that were only 
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available on request. The development in data volume 
influences the execution of retrieval frameworks [39]. In 
any information retrieval framework, two fundamental 
variables considered were reported representation named as 
indexing and retrieval [40]. 

 
 

5. Information retrieval system 

The information retrieval system referred towards 
the finding information mostly of unstructured nature 
(documents) from the computer connected with internet 
[41]. The architecture of the information retrieval system 
categorized in two parts, indexing and searching documents 
[42]. The text retrieval efficiency is the need of the time as 
generally it provides the public access to internet connected 
libraries that more and more people are searching their 
required document and information demanded the 
efficiency and the accuracy of the searched data 

 
5.1 The design of inverted index 

In the present age standard methods of the indexing 
sorts are, inverted index, index count what more signature 
innovation. index postfix cluster methods remain great by 
state question;  innovation of  mark record utilized reduced 
right now; Inverted indices additionally recognized as an 
indices, inverted situation records, what more turn around 
the document. Inverted indices are an index structures 
which utilized catchwords to index the documents. It is very 
much found develop variation of data retrieval techniques, 
giving efficient retrieval of information. The storing 
structure of information retrieval proficiency then adequacy 
of retrieval system plays vital part and apart from that it also 
enhanced retrieval designs. There are two sorts of primary 
storing type of inverted index 

 
5.1.1 The records representation in inverted index 

It keeps record of each referenced word of the text 
within located file. Just consider the English language as an 
example, listed below content needs to be indexed .the T0, 
T1 and T2 are term to use. Where T0="it is the thing that it 
is"; T1="what is it"; T2="it is object".  we supposed  the 
additional inverted indices record. "a":{2}; "object":{2}; 
"is":{0,1,2}; "it":{0,1,2}; "what":{0,1} the record of given 
data file or text  keep in record ever single word shows up 
the required  report, however the exact location where each 
word in the document is located do not acknowledged to the 
user or customer . consider that the client is looking towards 
condition  "what is it" there are possibilities that it may 
considered it as the "what", "is" else or  "it" then correlate 
with above mentioned data values set: {0,1}∩ {0,1,2} ∩ 
{0,1,2}={0,1} showing as it is the part of given set T0 and 
T1, however the exact response related to the content of T1 
set values. It is the redundancy that is ambiguous to the 

client that either query response to which exact data set 
duplication of record is the reason of the ambiguity. 

 
5.1.2 Word level inverted index 

The word level inverted index construction is the 
prominent as just not only stored the word in the databases 
but also keep in record the exact location of that particular 
text files documents. Its shape structure gives greater 
similarity, (for example, express hunt), however requires 
additional time and space to make. On the off chance that 
regardless we utilize three messages. "a":{(2,2)}; 
"object":{(2,3)}; "is":{(0,1), (0,4), (1,1), (2,1)}; "it":{(0,0), 
(0,3), (1,2), (2,0)}; "what":{(0,2), (1,0)} as mentioned 
before in the documents it, not only specify the word name 
but also provides the complete information about the exact 
location of records in the data set(database). For example, 
the "object": {(2,3)}, demonstrated that the term object is in 
the T2 located at the fourth word of data set  (starting 
addressing from the 0). At the word level indexing using 
inverted index the required term for example "what is it", 
will be clearly leads towards the T0 or T1. Notwithstanding, 
it enhanced indexing designs to find out the correct and 
exact to discover "what is it" just in the T1. The inverted 
index is referred to as the collection of keywords in the 
documents having similarity on the bases of the term 
frequency assigned to it. The inverted index is combination 
of the all the index entries with in the single index file while 
a single file in the documents term also take a complete list 
of similar frequencies . Whenever a new file is to be inserted 
in the inverted index the whole paradigm is re-indexed 
which becomes the very much serious issue to the indexing 
when library of documents is publically accessed means 
randomly changed. 

 

        

Figure4: The inverted indices table structure  

 
This is hard to achieve the indices advancement 

specification overhead current document framework, at the 
point when the multi-words question, it would make 
prohibit and intense decrease in execution of query being 
indexed and searched [43]. So as to survive the shortages of 
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Inverted indices   total address inverted indices innovation 
paradigm is suggested to tackle the shortcoming. 

 
 

5.2 Technical analysis 

The inverted indices revolution along with the 
compression revolution lessened has volume of inverted 
indices of outer storage devices, it enhanced reversal table 
structure, diminished substance which entrance is 
prohibited reversal table circle; the re-positing the indices 
framework sensibly diminishing seasons of Input and 
output [44]. The inverted indices revolution could 
successfully accomplished decided quantity back to back 
watchwords; this utilizes the repeated words for the 
productive structure of indexes [45]. As simple as that the 
records library is similar to document file and the position 
of that particular in the database for retrieval of exact and 
required information in below table. 

 
 

Doc_Term File-Name Start-Pos 

Term_1 Filename_1 Startpos_1 

Term_2 Filename_2 Startpos_2 

……….. …………. …………. 

Term n filename n Startpos n 

Table 1: Record library table 

 
The other part contains reversal table known 

through the document name, moreover, fundamental 
thought watchwords comparing the inverted record, 
appeared in second table. The Inverted record as indicated 
by a specific system store the index in the framework circle 
as a characterization, and the framework utilizes the 
dispersed capacity methodology, putting away index 
arrangement is in distinctive hubs, you can rapidly look 
through the required indices information  smaller measure. 
It is suggested for specific degree to which proposed 
measure decreases issue of input and output over-burden 
because of the reversal table as well colossal. 

Figure 5: The data blocks structure in inverted index 

 
5.3 Query design implementation 

Inverted index maximize utilization of  address 
inverted index revolution, incorporating single and multiple 
words search, utilizes consistent multiple words design 
coordinating innovation, it must take care issue of the 
seeking and arranging of the word what more multiple 
words, and coming to  strong relationship. 

 
5.4 Relevance ranking 

At the point when all the inquiry watchwords have 
wrapped up the indices database, it utilized a progression 
based upon website page. At the point entering a 
catchphrase about to search, it is supposed to be a 
progressively watchwords coordinating all databases, more 
drawn out the coordinated watchwords are, additionally 
going before the outcome[46]. It involved variety of the 
inter-fix of website weight, and also kept in record the 
higher ranked web page, then inside and out investigation 
of the examination of various tests, summed up the 
accompanying technique for ascertaining weights, tests 
demonstrate this can guarantee a sufficiently high 
relationship without a misuse of registering assets. In the 
tremendous information of web page, it inherit the web page 
and higher weight recorded as a parent web page for 
document indexing, it is kept sorted with the exact location 
pointers. That is, a page is called parent page of in the circle 
of indexing others pages communicate to successor web 
page. Obviously, all ancestors and successors web pages in 
the circle becomes parent web page while being child web 
page of another web page. In the event that C, D, E, F all 
connected An, at that point the announcement A web page 
additionally is the most essential, the web page is 
additionally the most astounding frequent esteem. In this 
way, the more which is cited, the more which will expand 
the heaviness of the opposite, in actuality, the more which 
cites, the more which will decrease the weight. Along these 
lines, previously returning arranging, first we utilize Page 
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rank calculation to sift through the portion of the less 
frequent pertinent web pages documents. 

 
PR(A)=(1-d）+d(PR(T1)/C(T1)+… +PR(Tn)/C(Tn)  

 
Among it, PR(A) is a web level of page A; PR(T1) 

is a web level of page T1, page T1 is interconnected to A, 
C(T1) referred the total connections build on the parent web 
page.  Page-rank calculation computes the nature of site 
connected web pages to the system arrangements for sorted 
website pages [47]. Computing real circumstances a page 
examined by reference number of documents, a site web 
page estimated the level of consequence in the totality 
what's more, in this manner as indicated by Page rank 
procedure arranged by the principal of arranged for web 
pages, which belongs somehow to degree, have the capacity 
to sift through blunder due to malignant word recurrence 
what more the location of word. 

 

 
 
The n referred towards the total numbers of 

watchwords used or stored in the document file, also called 
word recurrence. Word recurrence referred to the total 
number of sorted words of a database file. When any word 
of the document files being query at the multiple webpage 
at the same time it automatically strong the words frequency 
and it is ranked to higher query response fields of 
catchphrases. The term "k" is the arrangement length of 
continuous current coordinating watchwords; D is () is the 
capacities out there frame n to n-1 words, you can get: 

                 

5.5 Structure of inverted index 

 
We define inverted index as a collection of 

keywords and posting lists related to their stored documents 
[48]. Posting lists are defined as an individual having 
unique document id (doc-id) and exact location of that 
document[49]. Inverted index could also explain by the 
term frequency which indicates the presence of particular 
term as mentioned before by the reference pointer. The 
scalable and efficient algorithms for documents and 
indexed construction is defined within the available 
resources of hardware keeping in mind the availability of 
that resources to the common man block sort indices and 
standalone pass in memory are algorithm that are 
supportable for a common man. The description of term and 
their postings frequency is mentioned below: 

 

     

        Figure 6: Posting list with unique id and frequency 

 
The above mention figure explains very briefly 

about the presence of the text which is referenced to the 
posting list and each postings list unique id of document and 
term frequency [50]. 
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The above mentioned is the algorithm of the 
inverted index in baseline case. For this kind of algorithm 
map reduce was designed to tackle the issue of more storage 
consumption and less accurate data what more particularly 
the small file document paradigm. It is very fundamental 
algorithm of indexing of documents files. It is very obvious 
that the documents are processed parallel in the mapper 
paradigm of algorithm. Then it simply uses similar 
keywords tokenization and eliminates all stop words from 
the documents and makes it more similar to understand by 
the indices, the next task is all about the elimination of the 
affix such as from “cats” to “cat”.  When all preprocessing 
operation are done to the documents the very next step is all 
about the building of the term frequency which keep in 
record the same term appearing in the database along with 
its count number od given word. The above mentioned 
pseudo code kept in secret the actual scenario of the 
execution of actual processing in the data somewhat 
explains it in the 4 to 5 line.  

 
The very next in pseudo code mapper repeat the 

term operations by term unique id (Doc id) and assigns term 
frequency to values. The [n,H{t}] explained about the 
postings of the doc explained by a demonstration figure as 
above. The 5 and 7 lines are all about the mapper assigned 
key value and the pointer postings of the data according to 
the mapper pseudo code.  

 
The later it becomes obvious that the mapper emits 

all values assigned to it and just only stores the term 
frequency of postings document that’s why it could easily 
expanded to store about the additional information of the 
data. Map reducer here explained by the distributed term 
utilization in the data term frequency. The researcher and 
developers do not need to perform any action to bring about 
all participating posting lists. It is very helpful for the 
reducer paradigm in the pseudo code part such as it does not 
need to recall individually all participating posting to write 
them on hard disk (storage medium). The reducer is 
responsible for all about the initiating the vacant list then all 
corresponding responds to it having common key values 
within. For postings list efficiency it is very necessary to 

compress their records for optimized query result within 
time and accuracy. Finally the residing key values are stored 
and indexed according to the inverted index structure and 
implementation.  

 
The inverted indices size could easily expand 

according to the term frequency stored in it. It is very 
important to consider that the inverted indices in the 
optimized scenario and paradigm are only the 1/10 of the 
actual indexed data in the data set. It is not the same case 
when we are talking about the reference list storage or 
pointer storage it becomes exceptionally larger and 
consume auxiliary memory. 

 
5.6 Algorithm execution 

The below mentioned diagram is the complete 
depiction of the above mentioned inverted index pseudo 
code participating 3 mappers, 2 reducers what more, 3 
documents. It is seen very clearly that the mapper key value 
pair and reducer’s final key value pairs participating in the 
inverted index paradigm are demonstrated by the dot lines. 
The term frequencies are at the right side while document 
containing unique id is at the left side of the document. 
Postings demonstrated box pair in the figure. The map 
reduce is the very accurate and brief depiction of the 
inverted index paradigm in the given example.  If the 
document database is not too large then few lines of Hadoop 
paradigm are required to gain efficient and accurate results. 
The map reduce facilitate the programmer in such a way he 
should not bother about the required space either low or 
crossing to the limits regarding documents and its indexing. 
The following diagram is very simple and easy depiction of 

the map reduces in the inverted index paradigm.  

Figure 7: map reduces in the inverted index paradigm 
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5.7 Reviewed implementation of inverted indices 

The previous mentioned algorithm of inverted 
indices somewhat provides baseline structure facilities but 
at the same time it does not show much scalability as the 
dynamically ration of inverted construction grows in order. 
If we look upon the algorithm then it becomes obvious that 
there is the large scale memory utilization storage guarantee 
provided by the algorithm pseudo code paradigm but in the 
ground realities it is no more scalable and does not also 
guarantees that the postings data will be accurate and order 
of that data will be consistent in the memory it is indexed at 
the initial stage.  

 
This problem of order and storage could tackle with 

the help of the surety that reducers only receives id and key 
values pair in the sorted order. The map reducer should only 
focus on the sorting order of key values pairs except of the 
eliminating affix such as “cats” to “cat” in the document. 
Such as: 

                        

It is recommended that except of single key value 
pair elimination it must eliminate at the intermediary key 
value associated with both mapper and reducer. Such as: 

                          

 

 

The above-mentioned term simplifies the key 
concept that it is just the only single record of the document 
while the containing value is foremost important as it 
indulge the term frequency (recurrence). This modification 
in the pseudo code guarantees that the key value either 
intermediary or single value they must anticipate in the 
correct order in the postings list.   

 
It is necessary for the efficient information retrieval 

using inverted index that the similar term records precede 
to the similar reducer. The field term changes required that 
the algorithm should be modified in the same order as it 
occurs prior. The revised algorithm is described as follows. 

 

 

 
It could be noticed from above mentioned algorithm 

that the mapper became consistent in all the steps except of 
the some vital intermediary key values. The reducer now 
have been limited to the only one key in the data and single 
key holds single value in the revised algorithm mentioned 
before. The reducer is responsible for the sort order of the 
document id as new postings directly related to the posting 
list while using specified document id of the inverted index. . 
The map reduce role in the inverted index building is that 
as any new term is added to the document is directly keep 
in record the length as a side data to Hadoop file system. 
The advantage of the mapper considered as it in memory 
array used in document as the document length and score is 
added to the data set. The mapper array length needs to be 
initialized as an m length where m could be defined as a 
total number of mapper to make files representation more 
transparent to the system. 

 
5.8 Comparison with naïve indexer 

The inverted indexing in the previous algorithm is 
strengthening with the use of the intermediary key term 
value and keeping document is separate with the posting list 
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actual location. To examine the performance of the current 
algorithm for information retrieval system efficiency it is 
compared with naïve indexer as to check out the 
performance keeping in mind the size of the document, 
keywords and the time required to build the index for 
document. The selection of the naïve indexer is choosing as 
it shares the same input paradigm and keywords and 
documents structure. The naïve algorithm uses the state 
machine to tokenize the document as some query is parsing 
for the response and then match to the located document. 

 

 

 

The algorithm pseudo code demonstrate that the 
compared algorithm is more complex as it is viewed as an 
key word size n and document number size m and limitation 
of the size as an c. the naïve indexer is distinguish, it 
performs all database query and document action using the 
single transaction while the proposed algorithm performs 
all operation not to a single keyword but the whole 
document in the information retrieval system. The term t is 
denoted as a database latency which is greatly effect by the 
naïve indexer at the inverted indexing level. The time 
complexity is the common parameter to check out the 
performance of the algorithm. Following equation describe 
naïve indexer theoretical time complexity. 
             

 

Following is the time complexity equation described 
under the proposed algorithm. 

          

We can explains these equations as an document 
size c, keywords number n what more total number of 
documents m. 

 
 
 
 
 

5.9 Document size 

To test the proposed algorithm the keywords 
number are limited to the 1 thousand and document number 
5 thousand to check out the proposed algorithm 
performance either it comprises to the varying length or 
remain slow while size and document size constantly 
changed. The above mentioned equation is supposed to be 
behaving in linear trends as the size grows performance 
remains consistent. Document indexing somehow do not 
comprise the small document very efficiently the proposed 
naïve indexer manages the small documents very efficiently 
for the sake of information retrieval system. The naïve 
indexer is also favorable as it scales the database in an 
efficient way as explained in the following examples of 
results and discussions. 

 
5.10 Number of keywords 

The proposed algorithm is tested with the given set 
of 1 thousand keywords and 5 thousand posting lists. The 
document size keywords are randomly increased at the size 
of indexing to check out the consistency in the performance 
of algorithm for information retrieval system. The equation 
number 1 explains that the naïve indexer will show 
minimum dependency on the document keywords. 

 
6. Results and discussion 

6.1 Construction of inverted index size 

The purposed algorithm and inverted index contains 
the unique id and related posting in documents also sorted. 
There is a great deal of available documents techniques 
which may or may not be required the compression before 
the posting lists order presented to the reducer 

 
6.2 Keywords 

The keywords are greatly affected by the dictionary 
size so check out the performance of the inverted index 
builder used 10 thousand words of the language and 
different size of posting lists is used to check out the time 
required to build and design index for the document and 
then calculate total keywords of the dictionary. The 
following figure shows that the algorithm is linear with 
keywords of dictionary and is directly correlated with the 
average of the language dictionary keywords. 

 
6.3 Corpus size 

The corpus size along with dictionary keywords of 
5 thousand words is used to test the performance of the 
system designed algorithm as the index and dictionary size 
increased it shows linear behavior. 
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6.4 Document size 

The document size has also very strong impact on 
the performance of the indexing techniques. To evaluate the 
performance 5 thousand keywords and 5 thousand blog 
posts is used to check the behavior of the algorithm as the 
size of posts varies in the dynamically algorithm also 
proposed the linear trend with respect of the time 
complexity and average document as shown by the 
performance curve below. It is also explained that the size 
do not always shows the linear trend as the document size 
increase for example for the single instance it create more 
than one entries in the document index To test the proposed 
algorithm the keywords number are limited to the 1 
thousand and document number 5 thousand to check out the 
proposed algorithm performance either it comprises to the 
varying length or remain slow while size and document size 
constantly changed. The above mentioned equation is 
supposed to be behaving in linear trends as the size grows 
performance remains consistent. Document indexing 
somehow do not comprise the small document very 
efficiently the proposed naïve indexer manages the small 
documents very efficiently for the sake of information 
retrieval system. The naïve indexer is also favorable as it 
scales the database in an efficient way as explained in the 
following examples of results and discussions.as explained 
below. 

 

 

Figure 8: time explained with the respect of the 
dictionary keywords. Time is at y axis while       keywords 
are at the x axis. 
 

 

Figure 9: time explained with the respect of the dictionary 
keywords. Time is at y axis while       keywords are at the x 
axis. 
 

The above explained the time required to build 
corpus keywords and also explained that the algorithm is 
totally exceptionally independent from the number of 
keywords and the dictionary size resides or located in the 
document files of the information retrieval system. Time 
complexity became exceptionally very low as the size of the 
keywords increased. With the explanation of fig 1 and 2 it 
is very obvious to keep in record that fig 2 increases the time 
complexity to indicate that the as the number of keywords 
increase database index construction also needs to be update 
accordingly. It is the property of the proposed algorithm that 
the time magnitude is in 2 order and exceptionally take less 
time than index building. It validates the use of the 
algorithm for information retrieval efficiency. 

Figure 10: Explanation of building inverted index 
as the document needed to be indexed. The Document size 
is explained at the x axis and the time in ms (millisecond) 
at the y axis of the graph. 
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Figure 11: Explanation of building inverted index 
for the average document needed to be indexed. The 
Document size is explained at the x axis and the time in ms 
(millisecond) at the y axis of the graph. 

 

 

Figure 12: Explanation of building inverted index 
as the document needed to be indexed. The Document size 
is explained at the x axis and the time in ms (millisecond) 
at the y axis of the graph. The document rows record is 
indexed for the explanation of the graph. 

 

Figure 13: Explanation of building inverted index 
for the average document needed to be indexed. The 
Document size is explained at the x axis and the time in ms 
(millisecond) at the y axis of the graph. 

 
7. Conclusion and Future work 

Excessive use of technology has increased data 
volume at a very high rate due to information retrieval 
system need to very efficient. For this scalable and efficient 
algorithms for documents and indexed construction is 
defined within the available resources of hardware keeping 
in mind the availability of that resources to the common 
man block sort indices and standalone pass in memory are 
algorithm that are supportable for a common man. This 
algorithm map reduce the extra steps to reduce required to 
search on external hard drive and without wasting time 
reviewing non relevant document. In future Object model 
data bases used for specific indexing based solution on data 
which is queried.  
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