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Abstract 
A medium scale Urdu speakers’ and English speakers’ database 
with multiple accents and dialects has been developed to use in 
Urdu Speaker Verification Systems, English Speaker Verification 
Systems, accents and dialect verification systems. Urdu is the 
national language of Pakistan and English is the official language. 
Majority of the people are non-native Urdu speakers and non-
native English in all regions of Pakistan in general and Gilgit-
Baltistan region in particular. In order to design Urdu and 
English speaker verification systems for security applications in 
general and telephone banking in particular, two databases has 
been designed one for foreign accent of Urdu and another for 
foreign accent of English language. For the design of databases, 
voice data is collected from 180 speakers from GB region of 
Pakistan who could speak Urdu as well as English. The speakers 
include both genders (males and females) with different age 
groups ranging from 18 to 69 years. Finally, using a subset of the 
data, Multilayer Perceptron based speaker verification system has 
been designed. The designed system achieved overall accuracy 
rate of 83.4091% for English dataset and 80.0454% for Urdu 
dataset. It shows slight differences (4.0% with English and 7.4% 
with Urdu) in recognition accuracy if compared with the recently 
proposed multilayer perceptron (MLP) based SIS achieved 
87.5% recognition accuracy 
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1. Introduction 

Biometric is a general term used to describe a 
characteristic or a process. The biometric as a 
characteristic is a measureable physiological or behavioral 
characteristic that can be used for automatic personal 
recognition. The biometric as a process is an automated 
method of recognizing an individual based on properties 
like behavioral or physiological [1]. For identification and 

verification of human beings, their characteristics like 
voice, face, fingerprint and gait have been used for long 
ago. These characteristics of human beings can be used as 
a biometric trait for recognition as long as it satisfied the 
desirable properties of biometrics such as universality, 
distinctiveness, permanence and collectability [2]. The 
fingerprint, faced, iris, vein, ear, DNA etc. are the 
physiological biometric traits whereas the behavioral 
biometric traits are voice, key strokes dynamics, signature 
and gait. These individual traits are unique, can’t be lost, 
stolen and forgotten. For attackers it is quite difficult to 
replicate and for users it is quite difficult to deny. Hence It 
provides superior security and convenience than 
recognition techniques based on PIN, passwords and 
identity cards [3][4]. Biometric traits can be used in 
various applications such as ATM, credit cards, physical 
access control, cell phone, national ID cards, passport 
control, driver licenses, dead body identification and 
criminal investigation etc.  

Each biometric has its own advantages and 
disadvantages. The selection of a biometric particularly 
depends on the applications for which it is being used. No 
single biometric is optimal and nor it efficiently fulfill all 
the requirements of various applications. For example, in 
some situations the finger print biometric trait is more 
desirable than voice biometric trait. In another situation, 
the voice biometric is preferable than figure print, such as 
access control for bank transactions via cell phones or 
landline telephones, voice mails and verification of credit 
cards, distant access to computers through modem on dial-
up telephone line, in call centers, forensic application 
where speaker recognition is required [4][5]. The human 
voice carries different characteristics such as the 
meaning/words a speaker wants to pass to a listener, 
speaker emotions, spoken language information, gender 
and identity of speakers, speaker’s health and speaker’s 
age related information etc. The objective of speaker 
recognition is to extract information about speaker’s 
identity and based on that information it recognizes the 
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speakers [6]. Speaker recognition is usually subdivided 
into speaker verification and speaker identification tasks. 
The speaker verification is the task of verifying a claimed 
person from his/her voice. The verification system must 
perform a 1:1 comparisons hence the cost of computation 
is independent of the records in the voice database. On the 
other hand, speaker identification task is to determine the 
specific speaker speaking from a speaker’s database. In 
this task the unknown person does not claim identity and 
there must be 1: N comparisons. In this way, the cost of 
computation depends on the number of records in the 
voice database [5, 6, 7]. The design of voice database is an 
essential requirement for speaker recognition systems. In 
this perspective two voice databases one for Urdu 
language and one for English language with five different 
accents spoken in Gilgit-Baltistan located at the North of 
Pakistan have been designed. Our work is basically, a 
voice database design in foreign accents of Urdu and 
English spoken in GB region. The database is specifically 
designed for telephone banking services and mobile 
network services. To the best of our knowledge, these are 
the first databases designed for speaker recognition 
particularly for telephone banking and mobile network 
services. Incorporation of different accents in the designed 
voice databases addresses the performance degradation of 
Automatic Speaker Recognition System (ASRS) due to 
different accents. The accents of a language can cause 
performance degradation in ASRS like the other 
performance degrading factors such as noise, speaker’s 
age, channel mismatch, speaker health and emotions etc.  

Typically, ASRS do not perform well if the accent of 
a speaker, who is going to be recognized, is different from 
the accent of the speaker by whom the system was trained. 
Incorporation of accents can minimize the variability 
caused by different accents of a language and which in 
turns enhance the performance of recognition system [8]. 
The other aforementioned performance degrading factors 
(other than different accents and dialects) have also been 
addressed during database design. Further details of the 
development of voice database are presented in Section 4. 
The rest of the paper has been managed in the following 
way. The review of the existing speech/speaker 
recognition databases are presented in Section 2. 
Introduction about study area for the present research is 
given in the section 3. The design of Multilayer perceptron 
(MLP) based speaker verification is described in section 5. 
Conclusion is provided in section 6 and references are 
provided at the end of the paper 

 
 
2. Related Works. 

 
In the present research, voice database designed for 

speaker recognition systems in general and for telephone 
banking in particular. The designed database contains the 

voices of speakers from Gilgit-Baltistan region who could 
speak Urdu and English. In this way, the database 
represents foreign accent of Urdu and English. The 
research in the field of speaker recognition has been 
started in early 1960. Since then, numerous speaker 
recognition and speech recognition databases have been 
designed. The basic design goals of voice databases are to 
support research in the field of speaker recognition and 
related areas. 

Experiments in [9] are conducted based on a self-
recording voice library of 50 people. The voices of 50 
speakers were recorded at 16 kHz sampling frequency. 
The designed database was for Chines language. Each 
speaker reads 10 times, 20 short Chinese phrases. The 
duration of the utterances was 1-3 seconds long. The 
duration of utterances per speaker was 1-2 minute long for 
training data for specific Gaussian Mixture Model (GMM). 
The purpose of the designed voice library was to support 
research in text-related short utterance speaker task. 

Experiments in [10] were carried out using a database 
of 30 different speakers.  The data collected on line 
through mobiles with 8 kHz sampling frequency. The 
designed database represents 32 voice samples of each 
speaker. Each speaker uttered 32 times district and mandi 
name of Jharkhand state.  

Experiments in [11] were carried out using a small 
scale database of 11 speakers including 7 male and 4 
female, with their age ranging from 19-36 years. All of the 
speakers were native French. Some speakers from all had 
unique Canadian French accents and Hexagonal French 
accents. The experiments were conducted in a silent room 
(university meeting room) as well as in noisy environment 
(i.e. University cafeteria). 

A small scale database of Pashtu speakers was 
developed to support research in Pashtu speaker 
identification system, accents and dialect identification 
systems. The designed voice database represents 32 native 
Pashtu speakers (male), with different age groups (15 to 55 
year), from different areas of Pakistan and Afghanistan. 
The data was recorded in 8 different sessions using smart 
phones and a sonny recorder. The data was collected with 
their age ranging from 15 to 55 years. The author has 
designed a Multilayer Perceptron (MLP)-based Speaker 
Identification System to test the collected database. The 
system achieved 87.5% identification accuracy. The author 
believes that the designed database can also be used in 
designing systems for recognizing region of Pashto 
speakers [8]. 

TCD-TIMIT is an Audio-Visual Corpus designed for 
support research in continuous audio visual speech 
recognition. The developed corpus represents 62 speakers. 
Three speakers among 62 were professional trained lip 
speakers. The audio/video data was recorded from 
speakers reading 6913 phonetically rich sentences. The 
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video clips were acquired from two angles by using two 
cameras. One camera recorded the speaker from the front 
side where as the other camera recoded the speaker at 30 
degree angle right side of the speakers. Some experiments 
have been conducted on the lip-speakers and on non-lip 
speakers (regular speakers) and there results were analyzed. 
Results on the lip-speakers were higher as compared to the 
results on the non-lip-speakers [12]. 

RedDots is a project with the aims to collect speech 
data over mobile devices for speaker recognition.  The 
designed database contains speech data of 45 English 
speakers (both native and non-native) from 16 countries. 
The content of the database consist of short duration test 
utterances with variable phonetic content. The main focus 
for the RedDots database was to include high degree of 
inter-speaker variations and intra speaker variations. To 
achieve the main focus, the speakers were selected 
worldwide and data was collected from speakers in 91 
different sessions [13]. 

A Pashtu spoken digits database was developed to 
support research in speech recognition. The developed 
database represents speech data of 60 speakers including 
both males and females with different age groups (18 to 60 
years). The content of the database consist of digits (0 to 
100) spoken by Pashto speakers. The speech data was 
recorded using a recorder (Sony PCM-M 10) in a noise 
free environment [14]. 

To carry out some experiments in [15], A corpus was 
developed. It represents 15 speakers including male and 
female with different age group. The database contains a 
total of 110 speech samples. The voice samples were 
recorded from each speaker directly using Android mobile 
device. 

An Algerian Speech corpus was designed to support 
research in speech recognition. The corpus represents 300 
Algerian native speakers who could speak Modern 
Standard Arabic (MSA). The speakers were selected from 
11 different regions of Algerian, with both genders (148 
males and 152 females), with different age groups and 
with different educational levels (primary school to post-
graduate level).  Finally, using a subset of the collected 
dataset, author has designed a txt-independent ASR system 
that achieved 91.65% recognition rate [16].   

An Urdu Speech Corpus was designed for speaker 
independent spontaneous Urdu speech recognition system.  
The designed database represents 45 hours of speech data 
collected from 82 speakers including 42 males and 40 
females with different age groups (20-55years). The 
content of the database was in the form of spontaneous and 
read speech. The recording sessions were conducted in 
office and home environment. The data was collected 
using microphone connected to a laptop and telephone line 
[17]. 

SAAVB database was developed for Arabic language 
that represents 1103 native Arabic speakers who could 
speak MSA with Saudi accent. The specified speakers 
belong to Saudi Arabia. The content of the database was 
verified internally as well as externally by IBM Cairo. The 
database can be practiced for automatic speech recognition 
and verification systems [18]. 

An Indian Language speech databases in Tamil, 
Telugu and Marathi was designed to support research in 
large vocabulary speech recognition systems. The 
designed database represents 560 speakers (both males and 
females) of the said languages with different age groups. 
The data was recorded by using cell phones and landline 
phones [19].   

POLYCOST is a telephone-speech database supports 
research particularly in speaker recognition application 
over telephone network. The designed database represents 
134 speakers including 74 males and 60 females’ foreigner 
English speakers from 13 European countries which are 
member of the COST 250. Around ten speakers from each 
specified countries were selected for database. In the 
database majority of the speakers were non-native English. 
Most of the data was recorded in the form of digits and 
some data with free speech. The speech from speakers was 
acquired telephonically in more than 8 sessions per 
speaker up to two month period of time. Moreover, 4 
baseline speaker recognition experiments were defined to 
enable cross-site comparisons of the algorithms [20]. 

AHUMADA is a Spanish database for speaker 
characterization and identification. The speech database 
was designed concerning various sources of intra speaker 
variability and letting researchers study the underling 
effects of these variability’s in speaker recognition system. 
Examples of some variations included in this database 
were read text at different speech rates, different 
microphones and telephone sets, dialectical variations and 
read speech versus spontaneous speech. To obtain the said 
intra-speaker variation factors, the speech data was 
collected in form of 24 isolated digits, 10 digit strings, 
phonologically and syllabically balanced phrase and more 
than one minute spontaneous speech was recorded from 
104 speakers. The data was recorded in different recording 
sessions [21]. 

The CSLU Speaker Recognition CORPUS was 
motivated by a need for speech data from 500 speakers 
over different sessions. The speech data was collected 
from each speaker in 12 different recording sessions over 
two year period. To normalize the seasonal effects (hay 
fever in summer, cold in winter) the speech data was 
collected from speakers in different sessions. The main 
designed goal of CSLU was to support research in text 
independent and text dependent speaker recognition and 
verification systems. The data was collected from the 
specified speakers in the form of single words, digit strings, 
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speaker’s personal information, phonetically rich phrases 
and free speech [22]. 

GANDALF is a Swedish telephone speaker 
verification database designed to support research in the 
field of automatic speaker verification. For its 
development, voice data from 86 speakers was recorded. 
The data was collected from speakers speaking during 
telephone calls. There were 24 telephone calls per speaker 
during a period of up to 12 months [23]. 

SIVA is an Italian language based speech database 
consists of four categories such as female users, male users, 
female imposters and male imposters. Almost 500 
speakers were trained via email to record their voices 
through Public Switched Telephone Network (PSTN). 
They were supposed to read the information provided via 
email before making call. The speech data for SIVA 
database was collected over PSTN. About two thousands 
calls were recorded from specified speakers in different 
sessions. Moreover a text independent speaker verification 
system was presented and discussed using a subset of the 
developed database [24].  

YOHO CD-ROM is a voice database, designed to 
compare the performance between various testing voice 
verification systems. The designed database represents 
voices from 138 speakers including 32 females and 106 
males.  There were four sessions per speaker and twenty 
four notes for each session. Similarly there were also ten 
sessions for verification each speaker and four notes in 
each session [25].  

The Otago is a Speech Database represents speakers 
who could speak New Zealand English accent. The 
database was in the form of words and digits. The data was 
collected from 43 speakers including males and females. 
For the digit collection speech of 11 males and 10 females 
was collected where as for the word acquisition speech of 
10 females and 12 males was collected. Additionally, the 
authors developed database management system to house 
the designed database. It allows researchers to query the 
database and they can extract the required content of the 
database. The developed DBMS is a huge progress over 
file based methods can be used to household corpora [26].  

The OGI 22 language telephone speech corpus is an 
extension of OGI multi-language telephone speech 
database designed for support research in language 
identification as well as spoken language systems. The 
developed database represents at least 200 speakers per 
language. The speech data was collected through 
telephone calls (approx. 2 to 3 minutes) from speakers of 
22 languages.  The content of the database was in the form 
of specific information such as what is your native 
language, continuous speech is in the form of selected 
topic such as describe your most recent meal and 
extemporaneous speech such as speech for one minute on 
any topic [27]. 

King database was designed in the year 1987 by Alan 
Higgins. The designed database represents voice of 51 
male speakers. The speakers were subdivided into two 
groups. One group contains 25 and another contains 26 
speakers. The data was recorded from each group of 
speakers from different locations with the time duration 30 
to 60 seconds in 10 different sessions. The data was 
recorded over telephone lines using telephone handset and 
high quality microphones to have channel variability. The 
primarily designed goal of KING database was to support 
research in closed set text independent speaker 
identification or verification over telephone lines [28].  

SWITCHBOARD is a large multi speaker database. 
Voice data from 500 speakers both males and females 
from around U.S was recorded automatically over 
telephone lines. This database includes 2500 American 
English conversations with the time duration of three to 
ten minutes. Its designed purpose was to support research 
in the field of speaker authentication and large vocabulary 
speaker recognition [29]. 

 
3. Gilgit-Baltistan and various mother 

tongues 
 

The selected region for speaker database is Gilgit-
Baltistan (GB) located at the North of the Pakistan. It 
borders with Azad Kashmir, Jammu Kashmir, Khyber 
Pakhtunkhwa, Afghanistan and China. Gilgit-Baltistan is 
an area of highly mountains and has an area of over 72,971. 
The capital city of GB is Gilgit and the population of GB 
was 1,800,000 in 2015. There are ten districts in GB such 
as Gilgit, Nagar, Hunza, Ghizer, Astore, Skardu, Diamer, 
Ghanche, Shigar and Kharmang. The people of this region 
have different native languages and have different cultures 
and backgrounds.  There are almost five different native 
languages spoken in these districts such as Shina, Balti, 
Burushishki, Khuwar and Wakhi. Majority people of this 
region speak Shina language. Majority of the people of 
this region can also speak Urdu and English which are 
national and official languages of Pakistan respectively. 
Because of having different mother tongues, cultures and 
backgrounds these people speaks Urdu and English with 
different accentual and dialectical variations in different 
districts. Further details about the language spoken in the 
corresponding districts are mention in the following 
sections [30, 31]. 

 
4. Database Design 

 
In order to design Urdu and English Databases with 

various accentual and dialectical variations according to 
GB region, the voice data was acquired from the speakers 
of ten districts of the GB. It is an important part of the 
China-Pakistan Economic Corridor (CPEC). There are 
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almost five different native languages spoken in these 
districts such as Shina, Balti, Burushishki, Khuwar and 
Wakhi. From each district several speakers were chosen. 
Details about selection of speakers are given in the table 
1to 6. 

 

 

 

 

 

 
 

4.1 Age distribution of the speakers 
For the designed database the voice data was collected 

from males and females speakers with different ages 
ranging from 18-69 years. The purpose of selecting 
speakers with different age groups is to include acoustic 

variation which arises in the voice of speakers at different 
stages of age. Further to cover maximum telephone 
banking customers and mobile users. The Age-wise 
distribution of the speakers is shown in figure 1. 
 

 
 

4.2 Script design  
The voice data was collected from each selected 

speaker based on two specifically designed scripts. 
One script is for Urdu and another is for English 
language. The scripts contain all possible 
conversational talk between a phone banking 
officer/mobile call center agent and their customers. 
These scripts contains sentences in the form of words, 
10-16 digits strings and speaker’s personal 
information mostly related to bank and mobile 
network services. All together twenty sentences with 
average time duration ranging between 10msec to 
100ms were included in each of the script. The scripts 
were provided to each speaker to read for recording 
data. The designed written script for English language 
is as shown in the table 7 whereas the script for Urdu 
language is shown in the table 8. 
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4.3 Data Recording Environment and device 
allocation 
The data was recorded from speakers in 

university office, seminar room and rest room using 
different smart phones and landline. The specification 
of the smart phones which have been used for data 
recording is as follows.  

1. Huawei P8, CPU Octa core 1.2 Ghz, 2.0 GB 
RAM, 16.00 GB internal memory and 
Android version 6.0 

2. Oppo A371W, Processor QUALCOMM 
snapdragon 410 quad core processor 
msm8916, 16 GB internal memory, 2 GB 
RAM and OS version lollipop 5.1.1  

3. Samsung S6 (Samsung-sm-g920v), 32 GB 
internal memory and android version 7.0. 

4. IPhone X, cpu Hexa core, 256 GB internal 
memory, 3 GB RAM 

5. Micromax Q349, 16 GB internal memory, 2 
GB RAM and android version 6.0. 

6. Landline 
The data was recorded from a total of 180 speakers. 
The speakers were sub divided into 6 groups and each 
group contains 30 speakers. These groups were 
assigned to a specific device for recording. 
 
4.4 Recording sessions 

The data is collected in different sessions. A total 
of seven recording sessions from July 2018 to 
February 2019 were conducted to record voice data. 
The gap between sessions is at least one month. The 
details of recording sessions and their corresponding 
speakers are shown in the figure 2. 

 
 
4.5 Voice samples recording 
The designed scripts were provided to each speaker 

who was selected in a particular session for recording. 
Before start of each session each speakers were 
communicated how to record their voices and after words 
they were supposed to rehearsal for a short period of time. 
Finally the data was collected sentence by sentence 
according to the script. After the recording of each 
sentence the recorded sample was verified by just 
replaying the recorded sentence to ensure the acquisition 
of appropriate sample. Since the scripts contained 20 
different sentences each therefore, each speaker recorded 
20 separate sentences for Urdu language as well as for 
English. A total of 3600(20*180) voice samples have 
been recorded for English Language. Similarly, a total of 
3600(20*180) voice samples have been recorded for 
Urdu language. So overall a total of 7200(3600+3600) 
voice sample has been recorded. All the recorded samples 
are then transferred to a laptop and converted to .wav 
from the default format of the allocated devices using 
audio converter 4dots software for further processing. 
The voice samples were recorded in a systematic way 
shown in the figure 3. 

 
 Figure 3: Voice sample recording process 
 

The designed scripts were distributed to the 
speakers selected for a particular session for recording. 
During a session the speakers were given instruction 
how to read the script and making them familiar with 
the acquisition process. It was a kind of practice 
session before actual recording. After words the 
speaker voices samples were recorded sample by 
sample. Each sample was cross checked with the 
script to ensure the consistency of acquired voice 
sample with the script. All consistent samples were 
kept as voice database and inconsistent samples were 
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discarded and the process was continuing until all 
collection of all voice samples.  

 
4.6 Preprocessing and feature extraction 

After data collection, the collected voice samples 
were preprocessed and the features were extracted. 
Preprocessing of speech plays an important role in the 
development of an efficient automatic speech recognition 
system. Preprocessing is the first phase of speech 
recognition system and it is considered an important step 
for better results. The process of pre-processing includes 
noise cancellation, pre-emphasis and silence removal. 
Preprocessing facilitate the voice based recognition system 
to be computationally more efficient. Voice is an analog 
signal. The sampling process actually affects high 
frequency components of voice signal. To compensate the 
affect we need to amplify the high frequency components. 
For this purpose all voice samples have been passed 
through a high pass filter.  It amplifies high frequency 
components with respect to low frequency components 
[32]. After pre-emphasis the voice samples were further 
processed to remove silence. There are various techniques 
can be used to remove silence from voice sample. Some of 
these techniques are based on amplitude, Zero crossing 
rate (ZCR), Short term energy (STE) and so on. In this 
research work amplitude based techniques has been used 
to remove silence. This techniques work as it first gets 
voice sample and it divide the whole audio sample into 
components of short fixed length called frames. It then 
calculates maximum amplitude of each frame. It then finds 
those frames with maximum amplitude is greater than 0.03 
and consider those frames as voice portion of the speech 
and it discard the frames with lesser amplitude then 0.03. 
This technique assumes that silent part of voice signal 
have amplitude <0.03 and voice part of voice signal 
contains amplitude> 0.03 [33].  The process of 
preprocessing is shown in the figure 4. 

 

After preprocessing, features were extracted from 
all voice samples. Feature extraction is next important step 
after preprocessing for developing voice base recognition 
systems. The output from feature extraction process is the 
main input for speaker model development and matching 
processes. There are various techniques such as LPC, PLP, 
RASTA and MFCC that can be used to extract Cepstral 
features from voice samples. In this research work Mel 
Frequency Cepstral Coefficients (MFCCs) has been used 
because it is the most popular, has a huge achievement and 
extensively used in speaker recognition system [34]. It is 
based on logarithmic scale and it estimates human auditory 
response in a better way than the other Cepstral feature 
extraction techniques. In order to obtain features the voice 
sample is taken as input and divide the voice sample into 
fixed length segments known as frames. The purpose of 
framing is to make the voice signal static. After framing 
each frame is multiplied with a hamming window of frame 
length to minimize the disturbance occurred in the voice 
signal during the process of framing. The framing process 
has been done in preprocessing step. Then Fast Fourier 
Transform (FFT) has been applied on the frames acquired 
in preprocessing stage to convert the signal into frequency 
representation and then its values are plotted against Mel 
scale using the equation: Mel (f) = 2595 log10 (1+f/700). 
Finally 19 MFCC coefficients were obtained by using 
discrete cosine transform (DCT) [34][8]. The process of 
feature extraction is shown in the following figure 5. 
 
 

 
 
 

 
5. Multilayer perceptron (MLP) based 

speaker verification system 
 

An Artificial neural network (ANN) consists of a 
collection of various neurons often called nodes of 
network connected to each other. It is a simplified version 
of human brain. The typical neural network consists of 
input layer, hidden layer and output layer.  Its objective is 
to get inputs and transform it into meaningful outputs. 
Multilayer perceptron (MLP) is one of the popular ANN 
model used in wide range of applications. It uses back 
propagation feed forward algorithm to classify instances. 
In this model neurons/nodes are arranged in different 
layers. The neurons/nodes in each layer take inputs and 
weights from the nodes in the preceding layer and transfer 
their outputs to the nodes of the next layer. An example of 
feed forward multilayer perceptron is shown in the 
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following figure 6 [35][36]. 

 
The main idea of this work is to use a multilayer 

perceptron neural network, which is similar to speakers 
based on conversational speech used between customers 
and phone banking officers. A subset of designed database 
was used as an input to the MLP. The designed database 
for English language consists of 3600 voice samples from 
180 speakers with 20 samples each. Similarly the designed 
database for Urdu language also consists of 3600 voice 
samples from 180 speakers with 20 samples each. The 
subset of the English database used as input to MLP 
consists of 900 samples from 180 speakers with 5 samples 
each. Similarly, the subset of Urdu database used as input 
to MLP consists of 900 samples from 180 speakers with 5 
samples each. In the present application 19 dimensional 
MFCC features obtained during feature extraction process 
and used as input variables. All the input variables are 
normalized to minimize the effect of different value ranges 
and to minimize the effect of outlier and extreme values. 
The input data for MLP were divided into training set and 
testing set. The MLP was trained using training set of data 
and MLP model was tested using testing set of data. In 
order to build the model different experiments were 
performed based on different splits of training data such as 
50%, 60%, 70%, 80%, 90% and 10 fold cross validation 
respectively. The experiments were performed with 
different learning rates, seed values, hidden layers, 
momentum and epochs. For all experiments the best 
results were achieved with learning rate 0.3, seed 2, a 
single hidden layer, momentum 0.2 and epochs 500. The 
summary of experiments and corresponding results for 
English dataset as well as for Urdu dataset are shown in 
the following table 9-14. 
 

 

 
 
The table 9 and 10 provides recognition accuracy 
summary of all six experiments for English and Urdu sub 
datasets respectively. Results listed in table 9 and 10 
indicate that the recognition accuracy increases with the 
increase of training data split. The best result achieved 
with 10 fold cross validation test scheme. Furthermore the 
designed classifier provides better results for English 
dataset if compare with Urdu dataset.  

 

 
The table 11 and 12 provides the summary of weighted 
precession, recall, F-measure and area under curve (AUC) 
which are most widely used measure to analyzed system 
accuracy. The AUC results in the table 11 and 12 shows 
that all experiments gets more than 96% AUC and these 
are increasing with the increase of training data split and it 
reaches to 99.5% with 10 fold cross validation test scheme. 
Similarly all other parameters are increasing with the 
increase of training data split and reach at its maximum 
with 10 fold crass validation test scheme.   
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The table 13 and 14 provides the summary of error 
analysis of experiments for English and Urdu sub dataset 
respectively. It contain mean absolute error, root means 
squared error, relative absolute error and root relative 
squared error of all six experiments. Results listed in table 
13 and 14 indicate that all mentioned errors are decreasing 
when the training data split increases. We can get the 
lowest error rate at 10 fold cross validation.  

 

6. Conclusion 

 In this paper, the author have designed two 
databases one for Urdu and another for English language 
with five different accents spoken in Gilgit-Baltistan 
located at north of Pakistan. These databases are 
specifically designed to support biometric research in the 
area of telephone\mobile banking and in mobile network 
services. The security situation in Pakistan and particularly 
in this region compels to incorporate biometric solutions 
with the existing traditional verification system to provide 
a strong security mechanism. The author intends to 
develop a speaker verification system particularly for 
telephone/mobile bank services and mobile network 
services and the design of voice database is an essential 
requirement for speaker verification system. The designed 
database is in the form of single words, 10-16 digit strings 
and speaker’s personal information related to bank and 
mobile network services. The designed database is 
preprocessed and then features have been extracted and 
binary file have been produced which was further used in 
speaker verification process. The subsets of the designed 
database for English as well as Urdu was trained and then 
tests using our own designed Multilayer Perceptron based 
speaker verification system with different accents and 
dialect. Some experiments have been performed and 
achieved overall accuracy rate of 83.4091% for English 
dataset and 80.0454% for Urdu dataset with 10 fold cross 
validation test scheme. It shows slight differences (4.0% 
with English and 7.4% with Urdu) in recognition accuracy 
if compared with the recently proposed multilayer 
perceptron (MLP) based SIS achieved 87.5% recognition 
accuracy. 
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