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Abstract 
The denial of medical claims presents a critical challenge within 
the healthcare sector, as insurance providers decline to cover the 
expenses associated with providing medical assistance to 
policyholders in hospitals or other healthcare facilities. Claim 
denials often arise due to missing or inaccurate information, 
serving as a justification for the refusal of coverage. This research 
aims to explore the potential of technology in reducing the 
likelihood of claim denials by enabling the creation of accurate 
data. By implementing standardized procedures for data gathering 
and validation, organizations can ensure the collection and 
recording of necessary data, thereby enhancing data quality, 
reliability, customer satisfaction, operational effectiveness, and 
facilitating risk assessment and pricing strategies. The research 
community has put a lot of effort into this pertinent area, but more 
work is still required. There are many approaches to increase the 
accuracy and quality of data used in healthcare. One of these 
technologies is called Minimum Data Set (MDS), and it acts as a 
thorough database for health insurance. This method was 
employed in Saudi Arabia, aligning with the broader objectives 
outlined in Vision 2030. It gathers and assesses data related to 
health insurance claims, healthcare providers, beneficiaries, and 
the services they receive. This research study makes a valuable 
contribution to the existing body of knowledge by utilizing 
advanced data manipulation techniques on a unique dataset that 
has not been previously utilized for research purposes. The 
primary objective of this research is to maximize the potential of 
the MDS dataset through data manipulation. The dataset was 
cleaned and prepared using R Studio. A retrospective analysis was 
conducted to identify trends, evaluate performance, and provide 
insights into future decision-making. Managing research outcomes 
in the early stages can provide valuable insights into the context of 
historical data, enabling insurance companies to make more 
informed decisions about the future. Moreover, the researchers in 
this field can take this as a pilot study to lever their research 
journey.  
 
Keywords: 
Claim Denials, Healthcare Sector, Saudi Arabia, MDS, Insurance 
Company, Saudi Arabia, data wrangling.  

 

 

1. Introduction 
 

Medical claim denials pose significant 
challenges to healthcare reimbursements, making 
them a considerable burden for a doctor's practice. 
They can have a detrimental effect on the billing 
division's profitability and effectiveness. Insurance 
companies cannot process rejected medical claims due 
to data requirements that were not met, such as failing 
to meet specific criteria, missing data, including even 
one field left blank, missing modifiers, incorrect plan 
codes, or incorrect or missing social security numbers. 
As a result, these claims are never entered into their 
computer systems [1].  

It emphasized the challenge of missing data when 
using health insurance claims data for advanced data 
analysis. The medical details in a specific claim may 
be limited, requiring extrapolation from later data if 
important outcomes are missing. For example, if an X-
ray result is not recorded, later claims information 
might reveal that a cast was applied, indicating a 
fracture. Missing data can result from entry errors, 
code combinations, or issues with claims aggregation. 
Researchers need to understand the characteristics and 
limitations of the dataset to inform modeling decisions 
[1].  

Another challenge highlighted the amount of 
medical data increases, the time required to review 
electronic medical records (EMR) also increases. 
Limited time for data review can make it difficult for 
doctors to provide accurate and timely treatment. It is 
important to explore techniques for analyzing large 
medical datasets [2].  

Moreover, presented an example of such a 
technique, using nursing minimum data sets (NMDSs) 
to gather uniform and standardized patient data in 
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healthcare services. This approach can improve 
healthcare quality, support resource allocation, and 
provide evidence of nursing work. NMDSs are 
particularly beneficial in electronic health records 
(EHRs) as they ensure uniform data collection and 
facilitate functions like clinical decision support and 
health information exchange [3]. 
       This research paper presents a literature review of 
relevant studies. The study employs the Minimum 
Data Set (MDS) methodology as part of Saudi 
Arabia's vision to establish key fields in the insurance 
data of the Kingdom. The primary objective is to 
conduct investigations and analyses that fulfill the 
necessary requirements, ultimately reducing claim 
denials and improving data quality before submitting 
claims to the payer. The data wrangling procedures 
were performed using the R Studio method [4], which 
provides advanced statistical tools for text analysis, 
data cleaning, and visualization in a healthcare dataset 
that has not been utilized in previous research. A 
retrospective analysis was conducted to identify trends, 
evaluate performance, and offer insights into future 
decision-making. The main contribution of this 
research proposes the utilization of MDS to achieve 
the highest levels of accuracy, data quality, and 
reliability based on the findings obtained from the 
dataset.  
      This paper is organized as follows: Section 2 
contains the literature review of related work, and 
Section 3 outlines the Method & Methodology 
adopted to conduct the research. Section 4 provides 
results and discussion, and a conclusion is offered in 
Section 5. 
 
 
2. Review of related literature 
 

This literature review aims to provide a 
systematic and comprehensive analysis of current 
research on MDS in insurance claim.  

The authors in [5] proposed a study with the aim 
of identifying and analyzing Minimum Data Sets 
(MDSs) and comparing them to World Health 
Organization (WHO) guidelines. The study conducted 
a systematic review of the MDSs used for rare diseases 
in healthcare networks worldwide, including 20 
studies. The results indicated a lack of terminological 
standardization and consistency in the structure of the 
MDSs. The study's significant contribution was the 
development of a fundamental global MDS for rare 

disease patient records in healthcare networks to 
address these issues. 
     In another study [6] focused on creating a Nutrition 
Minimum Data Set (NMDS) to standardize 
documentation of nutritional care in primary 
healthcare. The study used a two-phase 
methodological approach, including a systematic 
scoping review and inductive content analysis, to 
identify 32 specific items and categorize them into 
five distinct categories within the NMDS. These 
categories included physiological measurements, 
eating ability, dietary intake, stress-related factors, and 
factors indirectly influencing nutritional needs. The 
implementation of the NMDS for documentation 
could improve the quality of record-keeping, ensure 
continuity of care, and potentially lead to better health 
outcomes [5].  
      In [7], conducted a study that focused on creating 
a Minimum Data Set (MDS) for an Iranian 
Rheumatoid Arthritis (RA) registry. The MDS 
comprised a standardized collection of data elements 
necessary for acquiring high-quality data and 
establishing an integrated health information system. 
The study used qualitative interviews and a Delphi 
process to identify and validate the data elements for 
inclusion in the MDS. The final MDS consisted of 22 
specific data elements, divided into two groups 
management data (such as demographic information, 
admission, and discharge details) and clinical data 
(covering patient examinations, treatment plans, and 
medications prescribed by physicians). This MDS 
provided a foundational framework for the 
development of an RA registry system in Iran. 
       In addition, [8] highlighted that the shortage and 
distribution disparities among behavioral health 
providers, the increased demand stemming from 
legislative changes, the mismatch between supply and 
demand, and the various challenges encountered in 
workforce planning. The proposed Minimum Data Set 
(MDS) is introduced as a tool to help address these 
issues by standardizing data collection for the 
behavioral health workforce.  
      Moreover, [9] conducted at Ahvaz University of 
Medical Sciences in Iran aimed to design a Minimum 
Data Set (MDS) for the COVID-19 registry system, 
recognizing the critical importance of systematic data 
collection during the pandemic. The research involved 
five phases, including assessing information 
requirements, identifying data elements, selecting the 
MDS, implementing it in a pilot COVID-19 registry 
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system, and making necessary corrections based on 
the implementation experience. The resulting MDS 
comprises eight top groups covering various aspects 
of COVID-19 data, such as administrative details, 
disease exposure, medical history, clinical diagnostic 
tests, treatment outcomes, diagnosis, follow-up, and 
vaccination data. The study underscores that having a 
standardized and comprehensive MDS can facilitate 
the creation of a national data dictionary for COVID-
19 and enhance the quality of collected data during the 
pandemic [10-14].  

Aldhafferi et al. [15] conducted a study based on 
rule mining in the patient’s claim data. The purpose 
was to extract the hidden relationship among the data 
tuples and potential reasons behind the rejection of 
claims to make informed decisions for the medical 
insurance companies assisting clinicians and practices. 
The study investigates health level 7 (HL7) related 
data in this regard to extract useful information 
particularly about the healthcare sector stakeholders 
including labs, practices, insurance companies and 
related areas [16-25]. 

Overall, this literature review presents key 
insights and outcomes in the field of MDS, 
contributing to the current state of knowledge and 
informing clinical practice. 
 

3. Materials and Methods 
 

R is a programming language and software 
environment for statistical computing and graphics, 
which is supported by the R Foundation for Statistical 
Computing. It is widely used by data miners and 
statisticians for developing models and analyzing data. 
RStudio is an integrated development environment 
(IDE) for R that includes a console, syntax 
highlighting editor with direct code execution, as well 
as tools for plotting, history, debugging, and 
workspace management [26-30].  
      The process starts with importing the insurance 
claim dataset into R Studio and exploring its structure. 
Missing data is handled through techniques like 
imputation or deletion. Inconsistencies and errors are 
addressed using data cleaning techniques such as 
string manipulation and filtering. Variable 
transformation may be required to convert data types 
or derive new variables. If multiple datasets are 
involved, integration is done using join functions. 
Validation is crucial to ensure data consistency, 
accuracy, and integrity, achieved through checks and 

exploratory analysis. Finally, the cleaned and 
validated dataset can be exported for further analysis 
or sharing with collaborators. This methodology 
ensures effective preparation and cleaning of research 
data using R Studio's capabilities [31-40]. 
 
3.1 Clinical data 
 
       The study utilized the Hypothesis healthcare 
dataset, which consists of extensive information on 
medical claims insurance for patients in Saudi Arabia. 
The dataset includes 12 attributes and covers 1318 
records from the year 2022. Out of these records, 242 
patients received emergency services while 1076 
received outpatient services [41-45]. Table 1 provides 
a detailed explanation of the database attributes that 
were utilized in this research. 
 

Table 1: Feature description 
 

Variables  Description 

Service All laboratories, consultation, 
radiology, or treatment services are 
provided in an inpatient, outpatient 
setting or primary care clinic. 
Laboratory = 1, Consultant = 2, 
Radiology = 3, Service = 4. 

Service_ 
Initial _Type 

An indicator of whether the service 
event is the first service event for a 
new referral or a follow up service 
event. 
Initial event = 1, Subsequent event = 
2 

Emergency_
Arrival_Cod
e 

The mode of transport by which the 
person arrives at the emergency 
department, as represented by a 
code. 

Admission_
Type 

A code which identifies how the 
patient was admitted to hospital. 
Appointment = 0, ER Admission =1, 
Normal Admission = 2 

Surgery_Fla
g 

A qualifier to indicate whether the 
primary procedure code was surgical 
or not. 
None= 0, Yes = 1, No = 2 
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Rejected_A
mount_Statu
s 

The amount where the service or 
claim is not accepted by insurance 
company. 
Yes = 1, No = 2 

Denial_Stat
us 

Description of the rejection of the 
services or to the claim. 
Yes = 1, No = 2 

Insurance_N
ame 

Insurance company name. 

Emergency_
Arrival_Lev
el 

88= Level 1, 99= Level 2. 

Emergency_
Waiting_Ti
me 

The time elapsed in minutes for each 
patient from presentation in the 
emergency department to a service 
occurrence of a specified event 
related to service delivery. 

Emergency_
Waiting_Sta

tus 

 

The status of waiting whether it’s 
normal time or overtime. 

Billed_Amo
unt 

The gross amount billed by provider 
for the service. 

 
3.2 Statistical analysis 
 
     Statistical analysis plays a crucial role in 
comprehending and visualizing patterns within data, 
thereby improving the data pre-processing and 
modeling procedures [46-50].  
Table 2 (a&b) presents the statistical analysis of the 
numerical attributes in the medical claim’s insurance 
dataset. It includes details on missing values, measures 
of central tendency, standard deviation, minimum and 
maximum values, as well as the first and third 
quartiles.  
Furthermore, Table 3 provides a concise statistical 
summary of the nominal features. Since the statistical 
analysis is not applicable on that type of attributes in 
the dataset. 
       As shown in Table 2 (a&b), there is a significant 
difference between the minimum values and the first 
quartile of billed amount attribute which demonstrates 
the presence of potential outliers.  
Furthermore, the considerable discrepancy between 
the maximum values and the third quartile of the billed 
amount indicates the presence of an outlier. However, 
these outliers were treated wisely since they belong to 

a valid insurance company in the minimum dataset. 
Boxplots were constructed to further visualize the 
presence of existing outliers and other characteristics 
of the dataset, as illustrated in Figure 1. 
 
Table 2 (a): Numerical attributes statistical description 

 
Feature count mean std min 

Service 1318 3.83 0.629   1 

Service_Initial_Code 1318 1.82 0.385   1 

Emergency_Arrival_Code 1318 90.0 4.26   88 

Admission_Type  1318 0.192 0.546   0 

Billed_Amount 1318 964. 6433. 2 

Surgery_Flag                 1318 0.149 0.495 0 

Rejected_Amount_Status          1318 1.90 0.298 1 

Denial_Status 1318 1.93 0.257   1 

Emergency_Waiting_Time 1318 5.04 14.5     1 

 
Table 2 (b): Numerical attributes statistical description 

 

Feature 25% 50% 75% max 

Service 4 4 4 4 

Service_Initial_Code 2 2 2 2 

Emergency_Arrival_Code 88 88 88 99 

Admission_Type  0 0 0 2 

Billed_Amount 168. 300 630 222283 

Surgery_Flag                  0 0 0 2 

Rejected_Amount_Status          2 2 2 2 

Denial_Status 2 2 2 2 

Emergency_Waiting_Time 0 0 0 128 
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Figure 1: Boxplot for Billed Amount   

 
Likewise, Table 3 provides the description of 

nominal (non-numerical) attributes. It is worth noting 
that the total count of each attribute related value is 1318 
each.  
 

Table 3: Nominal Attributes Statistical Analysis 
 

Feature Values 
Insurance_Name Laboratory (44), Consulta

nt (34), Radiology (29), S
ervice (1211). 

Emergency_Arrival
_Level 

Level 1(242), Level 2 (10
76) 

Emergency_Waiting
_Status 

Overtime (90), Normal Ti
me (152), No Waiting Tim
e (1076). 

 
 
4. Retrospective analysis 
 

This section comprehensively details the 
retrospective study conducted as a first step on each of 
the target questions for Claim Health Insurance data 
through descriptive statistics. The study aimed to 
understand the determinant factors associated with 
Insurance companies to provide information about the 
services offered by different medical insurance 
companies and it impacts on different patients and 
hospital [51-60]. 
 
4.1 Count Services by Medical Insurance Company 
 

The diverse services provided by different 
insurance companies in the kingdom can be a valuable 
source of information for identifying market gaps and 

opportunities for innovation and differentiation. To 
gain a better understanding, the analysis focuses on the 
distribution of services among various medical 
insurance companies. By categorizing services into 
different categories, such as laboratory, consultants, 
radiology, and normal service, insights can be 
obtained into how these services are distributed among 
insurance companies like Bupa, Tawuniya, Sabic, and 
other [61-65].   

This analysis is presented in the form of a bar plot 
in Figure 2, which shows the higher or lower service 
counts in each category. First, consider BUPA with a 
count of 25.83% for normal services, followed by 
Tawuniya and others with the lowest count at 0.09% 
for radiology services.  
We further figured out that SABIC has the highest 
number of normal services at 46.31% compared to 
others. This suggests that by aligning insurance 
companies’ strategies with the evolving services needs 
and demands of patients, it can enhance patients’ 
satisfaction and drive growth. 
 

 
 

Figure 2: Count Services by Medical Insurance 
Company 

 
4.2 The Percentage of Admission Type 
 
       Understanding the varying demands for different 
types of admissions is crucial for insurance companies 
to effectively allocate resources, streamline processes, 
and reduce waiting times [66-70]. In this retrospective 
study, the percentage of different admission types at a 
hospital was analyzed using the data set demonstrated 
via pie chart.  
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Figure 3 illustrates the division of admission types into 
three sections. The analysis revealed that ER 
admission accounts for 4%, followed by normal 
admission at 3%. Interestingly, the "Appointment" 
category had the highest percentage among all 
admission types, with a staggering 93%. This 
highlights the importance of optimizing appointment 
booking systems and improving scheduling processes 
to meet the high demand. These findings have 
significant implications for insurance companies as 
they provide valuable insights into the demand for 
various admission types, enabling them to optimize 
operations and enhance the patient’s experience. 
 

 
Figure 3. The Percentage of Admission Type 

 

4.3 Amount Billed by Insurance Company 
 

Analyzing the billed amounts for different 
services and insurance companies is crucial for 
identifying trends, evaluating service profitability, and 
making informed decisions about resource allocation 
and pricing strategies. Figure 4 shows the boxplot data, 
indicating that Bupa has a higher median billed 
amount compared to TAWUNIYA and others, 
suggesting a potential trend. Additionally, SABIC 
stands out with the highest median billed amount 
among other insurance companies. That shows the 
relative rate as well as the responsiveness level. 

Table 4 summarizes descriptive statistics for the 
billed amount by service after removing outliers. It 
includes information on the number of observations, 

mean, standard deviation, median, trimmed mean, 
minimum and maximum values, range, skewness, 
kurtosis, and standard error for each service category. 
These statistics offer insights into the distribution, 
variability, and central tendency of the billed amounts 
across various insurance companies.  

The cost of the four services varies significantly, 
with radiology being the most expensive. The 
distribution of the billed amounts is right-skewed, 
indicating a few outliers that drive up the mean. The 
trimmed mean and max provide relatively more robust 
measures of central tendency and dispersion, 
respectively.  

Skewness and kurtosis describe the shape of the 
distribution. These findings provide valuable insights 
for insurance companies to understand revenue 
generation from different service categories and 
identify areas for improvement.  

The analysis further helps in resource allocation 
by identifying high-revenue services that require 
relatively more attention. It also aids in pricing 
strategies by considering billed amounts for different 
services, enabling companies to set competitive prices 
while ensuring their respective profitability. Further, 
the companies can associate the prices with other 
factors to gain more attention. For instance, age group, 
gender and type of salaried class or businessmen and 
self-employed patients. 

 

 
 

Figure 4. Amount Billed by Insurance Company  
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Table 4. Descriptive Statistics for Billed Amount by 
Service 

4.4 Rejection rate 

The insurance company must make well-
informed decisions regarding insurance partnerships, 
negotiate favorable terms, and develop strategies to 
minimize claim rejections. In this study, Figure 5 
demonstrates an overview of the distribution of the 
total amount among different insurers can be seen. 
Bupa accounts for 30.4% of the total, while Tawaniya 
represents 11.2%. Additionally, other insurers make 
up 9.13% of the total. Notably, Sabic holds the largest 
portion with 49.3% of the total claim rejections. This 
indicates that the total rejection amount in the year 
2022 accounts for 9.87% of the total claims made as 
illustrated in Figure 6.  

These findings highlight the variations in 
performance among insurance companies in terms of 
claim processing, with Sabic experiencing the highest 
amount of rejected billed amounts. This information 
can lead to potential time and cost savings, improved 
customer satisfaction, and a better understanding of 
insurer performance. Insurance companies can utilize 
this knowledge to enhance their insurance claims 
processing systems and optimize their insurance 
relationships. 

 

Figure 5. Rejection rate by each insurance company 

 

Figure 6. Overall rejection rate by all companies 

4.5 Denial Status by Services and Billed Amount 

        Insurance companies must identify areas for 
improvement, reduce claim denials, and optimize 
revenue management. Figure 7 illustrates the denial 
status of services and the corresponding billed 
amounts. The box plot shows that consultant services 
have the highest median denial status, followed by 
normal services. The goal of this analysis is to provide 
insurance companies with valuable insights to make 
informed decisions and implement strategies to 
minimize claim denials. By understanding the denial 

Service Lab Consult Radiology Normal 
Service 

Vars 1 1 1 1 

n 37 31 28 988 

Mean 280.95 286.26 310.00 287.19 

Sd 171.02 195.07 186.49 199.83 

Median 246.0 228.0 240.0 233.5 

Trimmed 266.94 262.04 296.92 264.86 

Mad 152.71 126.02 106.75 144.55 

Min 50 13 40 2 

Max 738 824 704 907 

Range 688 811 664 905 

Skew 0.78 1.11 0.89 0.97 

Kurtosis -0.13 0.75 -0.49 0.16 

Se 28.11 35.04 35.24 6.36 
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status and billed amounts, insurance companies can 
focus on areas with higher denial rates, enhance 
operational efficiency, and mitigate financial losses. 
These insights offer potential cost savings through 
reduced claim denials, improved revenue management 
by addressing denial patterns, and increased 
operational efficiency. They empower insurance 
companies to make data-driven decisions and 
optimize their operations for better financial 
performance. 

 

Figure 7. Denial by Services and Billed Amount 

 

5. Discussion 
 

Medical claims denial has emerged as a 
significant challenge in the healthcare industry. Issues 
such as inaccurate or incomplete documentation, 
coding errors, lack of standardized procedures, and 
limited communication between payers and providers 
contribute to claim denials. These challenges result in 
financial losses for healthcare providers and hinder 
timely access to care for patients [71-75]. 

To address these challenges, this study introduces 
the Minimum Data Set (MDS) methodology. The 
MDS methodology involves gathering and analyzing 
standardized data related to health insurance claims, 
healthcare providers, beneficiaries, and services 
received. Implementing the MDS methodology can 
enhance data quality, reliability, and accuracy, leading 
to a reduction in claim denials. This study discusses 
the potential benefits of implementing the MDS 
methodology and emphasizes the importance of 
standardized data gathering and validation procedures 

to improve data quality and reliability. By ensuring 
accurate and complete documentation, healthcare 
organizations can enhance customer satisfaction, 
operational effectiveness, and financial performance. 
The MDS methodology plays a crucial role in 
reducing claim denials by providing a standardized 
framework for data collection and analysis. It ensures 
consistent capture of all relevant information, 
minimizing the chances of incomplete or inaccurate 
documentation. With standardized procedures in place, 
healthcare organizations can streamline their claim 
submission processes and minimize coding errors. In 
this study, retrospective analysis conducted using R 
Studio enables a comprehensive examination of 
healthcare datasets. It allows researchers to identify 
patterns or trends that may contribute to claim denials. 
For instance, data analysis can reveal specific coding 
errors consistently leading to claim denials, providing 
insights for targeted interventions or training 
programs. Additionally, retrospective analysis helps 
evaluate the performance of healthcare organizations 
in terms of claim denials by analyzing key 
performance indicators such as denial rates or average 
processing times. This information enables informed 
decision-making regarding process changes or 
resource allocation [76-80]. Further, the proposed 
methodology highlights the significance of 
standardized data gathering, validation procedures, 
and data analysis in improving data quality, reliability, 
and operational effectiveness in healthcare 
organizations. The findings contribute to existing 
knowledge and provide valuable insights for future 
research and decision-making in this field [81-85]. 

 

6.  Conclusion and recommendations 

Claim denials have a significant impact on the 
healthcare sector in Saudi Arabia, resulting from 
issues such as inaccurate or incomplete documentation, 
coding errors, lack of standardized procedures, and 
limited communication between payers and providers. 
Researchers have developed methods to address these 
challenges, which have significant implications for 
healthcare organizations, leading to financial losses 
and potential harm to patient care. This research 
emphasizes the importance of implementing the 
Minimum Data Set (MDS) methodology and 
highlights the need for standardized data gathering and 
validation procedures to improve data quality and 



IJCSNS International Journal of Computer Science and Network Security, VOL.25 No.2, February 2025 
 

 

58

 

reliability. A statistical retrospective analysis was 
conducted on a unique healthcare dataset to identify 
trends, evaluate performance, and provide insights for 
future decision-making. The findings contribute to the 
existing knowledge on medical claim denials and 
demonstrate the potential of data analysis in reducing 
claim denials. As part of the recommendations for 
future work, further research is needed to explore the 
long-term effectiveness of the MDS methodology in 
reducing claim denials and its impact on patient 
outcomes. Also, future studies could investigate other 
technological solutions and strategies that can 
complement the MDS methodology in addressing the 
challenges of medical claim denials. In short, this 
study contributes to the existing body of knowledge 
on medical claim denials and provides a foundation 
for future research in this field. It underscores the 
importance of addressing these challenges to enhance 
the efficiency and effectiveness of healthcare systems. 
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