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Abstract 
Online Social Networks (OSNs) share a huge volume of content 
data. Nowaday, user-generated content in OSNs presents 
challenges for showing their authenticity and origin. In particular, 
user-generated contents in tweets from X (formally Twitter) have 
shown difficulties in knowing its authenticity and origin. With the 
new regulations and rules for the tweets content in Twitter from 
countries and Twitters itself, people are trying to generate more 
content than it was before. The huge amount of data generated 
from tweets' contents are worth an investigation to know their 
authenticity and origin. From commercial endeavors to law 
enforcement and social dynamics, understanding the authenticity 
and origin becomes more important. Thus, in our study we are 
exploring the task of predicting the source of tweets, with a 
particular focus on distinguishing between human-authored and 
GenAI-generated content. Through our analysis and 
experimentation, we have achieved a remarkable 94% accuracy in 
attributing tweets to their original source. Additionally, we have 
identified and listed various distinguishing characteristics between 
GenAI-generated tweets and human-authored tweets, further 
enhancing our understanding of the differences in their content and 
structure. 
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1. Introduction 
 

Nowadays, with the vast majority of people using 
Online Social Networks (OSNs), information has 
overwhelmed these platforms, creating a huge volume of 
data text content teeming with diverse perspectives, 
opinions, and sentiments. Twitter has over 350 Millions 
active users monthly and over 100 Millions active users 
daily. Those active users are going to generate more than 
100 Millions of tweets with billions of words daily [7, 8, 9]. 
Therefore, in this research, we are exploring into the 
fascinating realm of predicting the origin of tweets: by 
separating the authentic human way of producing tweets 
contents from the algorithmic output of Generative AI 
(GenAI). As we all know that GenAI applications have the 
ability to replicate human language and cognitive patterns 

and become increasingly prominent. Consequently, the 
challenge of distinguishing between human-authored and 
GenAI-generated tweets emerges as both a technological 
puzzle and an essential societal obligation.  

Thus, GenAI applications become increasingly 
sophisticated in mimicking human language and thought 
patterns. Here, we are looking into how people think 
differently from machines when making text. We study 
small language details, clues from the situation, and hints 
that tell us where a tweet comes from. We dig into how 
sentences are put together and if they make sense, finding 
the complex differences between human ideas and 
computer-made text. From OSNs platforms with issues of 
content moderation to the users seeking authentic sources 
of information, yet, the ability to differentiate between 
GenAI and human-generated tweets holds immense value. 
By providing insights into the distinctive characteristics of 
each source, our research aims to empower individuals and 
organizations to make informed decisions in increasingly 
complex OSNs. Thus, our investigation into distinguishing 
between GenAI-generated and human-authored tweets, not 
only aims to uncover the mechanics of content creation or 
human author creation, but also, seeks to clarify the wider 
societal impacts of algorithmic content generation. As 
GenAI algorithms become sophisticated, the lines between 
GenAI-generated and human-authored content blur, raising 
profound questions about authenticity and the nature of 
OSNs interaction. By exploring the distinctive features of 
tweets produced by GenAI versus those crafted by human 
authors, we provide insights into the evolving nature of 
OSNs communication. How do users interact differently 
with tweets generated by GenAI compared to those 
authored by humans? Are there discernible patterns in 
engagement, sentiment, or virality that distinguish between 
the two types of content?  What linguistic features (such as 
syntax, vocabulary, and grammar) are most indicative of 
GenAI-generated tweets compared to human-authored 
tweets? How does the use of hashtags differ between 
GenAI-generated tweets and human-authored tweets, and 
what impact does this have on tweet engagement and 
authenticity? What role do sentiment and emotional 
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expression play in distinguishing GenAI-generated tweets 
from human-authored tweets? To what extent can machine 
learning models accurately classify tweets as GenAI-
generated or human-authored based on extracted features, 
and what are the most influential features in this 
classification? These questions form the base of our inquiry, 
driving us to uncover the underlying dynamics of tweet 
consumption and reception. Moreover, our investigation 
extends beyond mere differentiation to examine the ethical, 
legal, and societal implications of GenAI-generated 
content. As algorithms play an increasingly prominent role 
in shaping OSNs contents, questions of accountability, 
transparency, and bias come to the forefront. How should 
platforms and policymakers address the challenges posed 
by algorithmically generated content? What safeguards can 
be put in place to mitigate the risks of misinformation and 
manipulation? In addressing these questions, our research 
seeks to inform the ongoing debate surrounding the role of 
technology in shaping OSNs. Ultimately, our goal is to 
contribute to a more transparent, equitable, and resilient 
OSNs, where users can navigate with confidence and trust 
in the authenticity of the content they encounter. 
 
 
2. Related Works 
 

Researchers have explored various components of 
distinguishing between GenAI-generated and human-
authored contents in OSNs platforms, providing valuable 
insights into the challenges and methodologies involved. 
Nevertheless, to our knowledge, we found that touching the 
GenAI-generated tweets and human-authored tweets in 
their investigation has not been explored yet fully. Thus, we 
are going to explore that in our research.   

Ferrara explores GenAI generated text that can be 
potentially misuse in misinformation, bypassing security 
filters, and creating malware, urging for ethical guidelines 
and monitoring to balance their benefits and risks [1]. Yet, 
Yoa et.al introduces a competition model examining the 
interaction between human and GenAI creators in content 
creation that provides insights into human-AI competition 
dynamics and suggests avenues for regulatory interventions 
to ensure fairness and protect certain types of human 
creators [2].  

In addition, Feuerriegel et al. said that Generative 
AI is capable of crafting content indistinguishable from 
human work which is enabling previously impractical 
applications like virtual assistants and digital art [3]. 
Moreover, Brüns et. al. explored the uses of GenAI 
generated contents in the marketing domain and how 
exactly GEnAI helps create the contents aside from the 
human way of creating contents [4]. Also, Gu had surveyed 
and outlined the responsible requirements for current 
generative models that focus on textual and visual 
categories. He identifies five key responsible requirements 

which are truthfulness, impartiality, safety, data privacy, 
and copyright clarity [5]. In addition, Sundberg et. al. 
explored and answered the question of  how LLMs foster 
innovation through mechanisms like translation, 
summarization, classification, and amplification, which can 
be categorized by content and context awareness [6].  

In summary, our work is unique and different in 
terms of its originality where no works have been conducted 
on distinguishing between GenAI-generated and human-
authored tweets content on OSNs. Most of the researchers 
were working on discovering the effect of using the Gen-AI  
on creating contents while others were trying to predict the 
general text content of GenAI from humans. Therefore, our 
work is different and specifically targeting the contents of 
OSNs such as Twitter. 

 
 

3. Materials and Methods 

A. Motivation 
The rapid advancement of GenAI applications has 

revolutionized content creation, enabling machines to 
produce text that closely mimics human language and be 
used by people widely. This breakthrough raises critical 
questions about the authenticity and the origin of content 
shared on OSNs. In particular, the distinction between 
human-authored tweets and those produced by GenAI-
generated tweets has become a pressing issue, with 
significant implications for trust, transparency, and the 
overall integrity of OSNs contents. Therefore, our research 
is driven by the need to address these challenges and to 
develop robust methods for distinguishing between human-
authored and GenAI-generated tweets. This distinction is 
vital for several reasons as follows:  

 
● Firstly, the proliferation of GenAI content on 

OSNs can blur the lines between GenAI responses 
and genuine human interactions, potentially 
diminishing trust among users. Yet, if users begin 
to doubt the veracity of the content they encounter, 
their engagement and trust in these OSNs 
platforms may diminish.  

● Secondly, the ability to accurately identify the 
source of tweets has significant implications for 
various stakeholders. For businesses, 
understanding whether content is GenAI-
generated or human-authored can influence 
marketing strategies and consumer engagement. 
For policymakers and regulators, distinguishing 
between these sources is crucial for developing 
frameworks that ensure ethical GenAI usage and 
protect against the dissemination of 
misinformation. For law enforcement, identifying 
the origin of tweets can aid in investigations 
related to cybercrime and online harassment.  
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Moreover, our research aims to explore the broader societal 
impact of GenAI-generated content. By examining how 
these tweets are perceived and interacted with compared to 
human-authored tweets, we can gain insights into user 
writing behavior, preferences, presenting and 
characteristics. This understanding can inform the 
development of more effective communication strategies 
and enhance the user experience on OSNs. Thus, GenAI 
applications continue to improve and have the ability to 
generate convincing and coherent text making the task of 
distinguishing between GenAI-generated and human-
authored content more challenging. Yet, it is motivated by 
the critical need to distinguish between GenAI-generated 
and human-authored tweets to preserve the integrity and 
trustworthiness of OSNs interactions.  

B. Proposed Approach 
The proposed approach for sentiment analysis of 

distinguishing between human-authored and GenAI-
generated tweets content is composed of the following steps. 
It starts by harvesting datasets from Twitter utilizing two 
distinct approaches. Firstly, we retrieve a dataset containing 
tweets associated with older hashtags that are older than 5 
years ago, originating from real human-authored users. 
Simultaneously, we generate an equivalent dataset using the 
GenAI-generated application such as ChatGPT [21], 
specifically instructing it to produce tweets based on the 
same hashtags. We are not specifying anything with our 
question to not have him be more emotional in producing 
the tweets where we want him to have original tweets 
produced to see how he interacts with hashtags. The tweets 
collected from real humans-authored that encompass a mix 
of positive and negative text sentiments depending on the 
contents and are randomly collected and verified, yet, those 
generated by GenAI are solely based on the provided 
hashtags. This way would help adopt a meticulous approach 
to dataset acquisition, leveraging Twitter as a primary 
source of content. We have to keep in mind that five years 
ago is not like today where GenAI could produce tweets that 
can be different from the same hashtags in today. Yet, by 
aligning both datasets with identical hashtags, we establish 
a controlled environment for comparative analysis, 
facilitating detailed insights into content generation 
dynamics.  

Subsequently, we undertake a comprehensive 
analysis of the collected datasets, focusing on the extraction 
of various textual features. Our analytical framework here 
is the extraction and characterization of salient features 
inherent in textual data. Leveraging state-of-the-art Natural 
Language Processing (NLP) techniques, we employ a 
multifaceted approach to feature extraction. Thus, through 
rigorous feature engineering, we lay the groundwork for 
subsequent comparative analyses, unraveling the intricacies 
of content composition across human-authored tweets and 

GenAI-generated tweets. These features encompass 
linguistic attributes, sentiment indicators, and topic 
relevance, among others. By conducting exhaustive word 
frequency analyses, we outline the unique lexical traits of 
each dataset. This detailed examination reveals the semantic 
richness found in human-authored tweets, contrasted with 
the syntactic regularities typical of GenAI-generated 
content. By leveraging the extracted features, we pinpoint 
the most commonly used words in tweets created by real 
human users and those generated by GenAI. This analysis 
sheds light on the distinctive linguistic patterns utilized by 
each group. 

In addition to examining word frequency and 
linguistic patterns, we have conducted sentiment analysis 
on both human-authored and GenAI-generated tweets. This 
analysis allows us to ascertain the emotional tone and 
polarity of the content, providing further insights into the 
nature of the tweets produced by each source. Therefore, to 
gain a deeper understanding of the thematic content within 
the datasets, we employ topic modeling techniques. By 
identifying recurring topics and themes, we aim to uncover 
the underlying subjects of discussion prevalent in both 
human-authored and GenAI-generated tweets. Yet, beyond 
mere word usage, we explore into the stylistic elements of 
language employed in the tweets. This includes analyzing 
aspects such as sentence structure, grammar usage, and tone 
of voice, which can reveal distinct characteristics between 
human-authored and GenAI-generated content as shown in 
Table 1. For example, we have noticed that human-author 
tends to use the hashtags within the context and also to use 
normal language and emojis while GenAI-generated tends 
to use more advanced language and sometimes not to the 
context of the hashtags. Furthermore, we aim to understand 
their attitudes towards content generated by GenAI 
compared to that produced by humans. Next, to assess the 
evolution of tweet content over time, we conduct a 
longitudinal analysis spanning multiple time periods. This 
allows us to observe any temporal trends or shifts in the 
characteristics of tweets generated by both human-authored 
users and GenAI, providing valuable insights into the 
dynamics of OSNs. Finally, we evaluate the potential 
impact of GenAI-generated content on various stakeholders. 
Additionally, we evaluate the outcomes produced by GenAI 
in comparison to human-authored tweets, assessing factors 
such as coherence, relevance, and sentiment alignment. 
Through these systematic steps, our proposed work aims to 
provide a comprehensive understanding of the dynamics 
between human-authored and GenAI-generated tweets. 

 
In addition, to distinguish between GenAI-

generated and human-authored tweets, we employed a 
combination of key statistical and machine learning 
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techniques. The primary goal was to extract meaningful 
features from the text data that can effectively differentiate 
between the two sources. Thus, we applied the Term 
Frequency and Inverse Document Frequency (TF-IDF) to 
evaluate the importance of a word in a document relative to 
our corpus using the following equation.  

 

  

Where 𝑓𝑡, 𝑑 is the frequency of term 𝑡 in document 𝑑 and 
∑𝑡′ ∈ 𝑑𝑓𝑡′, 𝑑  is the total number of terms  in the document 
𝑑. 

 

E 

Where 𝑁 is the total number of documents in the corpus 𝐷  
and ∣ {𝑑 ∈ 𝐷: 𝑡 ∈ 𝑑} ∣  is the number of documents 
containing the term 𝑡. Thus, combines TF and IDF to give 
a score for each term in a document as follows: 

Equation. 3 Combines 

Furthermore, we applied the Chi-Square test to 
evaluate the independence of our two categorical variables. 
Yet, it helps in feature selection by measuring how well the 
observed distribution of data fits with the expected 
distribution. It can be used as follows:  

 

 

Where 𝑂𝑖 is the observed frequency of the feature in the 

dataset and 𝐸𝑖 is the expected frequency of the feature if 
there were no relationship between the feature and the class 
label. Indeed, we have applied them for extracting and 
selecting features that are most relevant for distinguishing 
between GenAI-generated and human-authored tweets. 
Thus, applying these metrics, help enhance the performance 
of our classification models and gain deeper insights into 
the characteristics of the content generated by different 
sources. 

4. Experimental Results 

A. Dataset 
In our research, we started our journey to collect 

datasets from Twitter, aimed at dissecting trends and 
behaviors exhibited in tweets generated by both humans and 
GenAI. The process unfolded through a systematic 
approach, encompassing various stages to ensure a 
comprehensive and balanced selection of data. Thus, to 
capture a holistic view of trends over time, we embarked on 
identifying trending hashtags from the years 2017, 2018, 
2019, and 2020, representing the past. Simultaneously, we 
targeted current trending hashtags for the present year, 
along with projections for 2021, 2022, 2023 and 2024. This 
strategic selection facilitated a comparative analysis, 
allowing us to discern how tweets generated by GenAI 
varied across different temporal contexts. Moreover, the 
hashtags chosen for inclusion in the datasets were 
deliberately devoid of any specific thematic constraints. 
Instead, they were randomly selected based on prevailing 
trends or spontaneously emerged during our observation 
period. This approach ensured the inclusion of diverse 
topics and subjects, fostering a comprehensive analysis of 
tweet content. 

Initially, we embarked on the collection of tweets 
from real profiles, amassing approximately 5,000 tweets 
spanning 160 different hashtags representing 8 spanning 
years as mentioned above. Subsequently, we tasked the 
GenAI application [21] to generate an equivalent number of 
tweets for the same number of hashtags. This meticulous 
approach yielded a balanced dataset comprising 10,000 
tweets and 160 hashtags, encompassing both human-
authored and GenAI-generated content. Therefore, our 
datasets comprised two distinct categories of hashtags 
sourced from different origins: GenAI-generated tweets and 
human-authored tweets from authentic profiles. Yet, we 
aimed to unravel the underlying behaviors and 
characteristics inherent in tweets produced by each entity. 
This process ensured that our dataset encompassed a diverse 
range of content linked to the selected hashtags, facilitating 
a comprehensive analysis of tweet behavior and trends. 
Subsequently, we extracted all hashtags present within the 
collected tweets and meticulously inserted them into the 
GenAI platform to generate tweets. This iterative approach 
enabled us to harness the power of GenAI in producing 
tweets that mirrored the content and themes prevalent in the 
human-authored dataset. 

Therefore, after following the completion of tweet 
generation processes, we found ourselves equipped with 
two distinct types of tweets; Tweets originating from real 
human profiles; Tweets generated by GenAI, as shown in 
Table 1.   
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TABLE I.  RANDOM SELECTED SAMPLE OF TWEETS  

Human 

Yall won't believe what I'm getting 4 my Bday,a #roomba !! I'm so 

happy I could 겥겦겧겨臩自臫臬臭臮's. It's pretty #covfefe Vacuuming PAIN, 

#ItEndsNow 바밐밑밒박놅놆밓 

My autocorrect wanted to change #covfefe to confederate!!! Ah, the 

irony. 뉩뉪늰늱늮늯늲뉩뉪늰늱늮늯늲뉩뉪늰늱늮늯늲 

Walking into a nice cold A.C filled house from the summer heat is 

better than sex 艐艒艑늀뉿뉵뉶뉕눵뉖뉗눶뉘뉙뉚뇉뇄뇅뇆뇇뇈뇊❄艵艶艷艸跼跽跾跿 #globalwarming 

so an iceberg the size of Delaware broke off Antartica but this whole 
#GlobalWarming #ClimateChange thing is a totally #FakeNews right? 

늼늽늾늿닀닁닂놬닃늻뉩뉪늰늱늮늯늲뉔뉃뉄뉅뉆뉇뉈뉉뉊뉋뉌뉍뉎뉏뉐뉑뉒뉓걝걞 

Yep. It's true. @JanetRoachHW and I are fighting, BIG time.... isn't it 

obvious? 댸댴댵댶댷댹믺믶믻민믶믷미믹믽믾 #FakeNews #RHOMelbourne 

I feel bad for people who don't appreciate the wonder and beauty of our 

planet 舌舋舣舤舥舦舧舐舑般舰舭舮舱舐舯舒舓舔舕舖舐舑舛舜舝舞舣舤舥舦舧舐舑#weareallconnected #SolarEclipse 

In b4 #pubg mod changing the win text to "Winner Winner Fidget 

Spinner" 껠껡껠껡껠껡껠껡 #fidgetspinner 

GenAI 

Still trying to figure out what #Covfefe means. 

The mystery of #Covfefe continues to baffle the internet. 

Can someone please explain the meaning of #Covfefe? 

Hoping #Covfefe becomes the word of the year. 

Waiting for the dictionary definition of #Covfefe. 

Inventing my own definition for #Covfefe. 

The urgency of addressing #GlobalWarming and its impacts. 

Taking action on #GlobalWarming before it's too late. 

B. Empirical Studies 
In our research to distinguish between GenAI-

generated tweets and human-authored tweets, we conducted 
a series of comprehensive experiments. We have taken 
various steps to achieve the outcomes through our 
experiments. The initial step involved extracting all 
possible features from the collected dataset. This included 
linguistic features such as word frequency, n-grams, 
syntactic patterns, and semantic cues, etc. Additionally, we 
analyzed metadata such as tweet length, hashtag usage, and 
user engagement metrics. By capturing a wide array of 
features, we aimed to provide our classifiers with the most 
informative attributes for distinguishing between GenAI-
generated and human-authored tweets.  

 

To ensure the robustness and reliability of our 
results, we performed a 10-fold cross-validation on our data 
subsets. In our experiments, SVM achieved an impressive 
accuracy of 94%, making it the best-performing classifier 
among the three. NB performed well in our experiments, 
achieving an accuracy of 88%. While slightly lower than 
SVM, NB's performance. Lastly, DT classifier achieved an 
accuracy of 85%. Although it was the least accurate among 
the three classifiers, its interpretability and ease of use make 
it a valuable tool in understanding the decision-making 
process. These results show in Figure 1. 

 
Fig. 1.  Performance Comparison of Different Classifiers 

From our experiments, we have observed many 
differences and characteristics between GenAI-generated 
tweets and human-authored tweets. GenAI-generated 
tweets may exhibit more uniform linguistic structures, 
while human-authored tweets may vary in grammar and 
syntax. Also, human-authored tweets often reflect personal 
experiences and emotions in creating the tweets with 
specific hashtags, whereas GenAI-generated tweets may 
lack genuine human sentiment. Human-authored tweets 
sometimes used professional language depending on the 
hashtags while GenAI-generated mostly used professional 
language as shown in Figure 2 and Figure 3.  

In addition, we observed that GenAI-generated 
tweets maintained a relatively consistent frequency and 
distribution over time, suggesting a systematic approach to 
content generation. In contrast, human-authored tweets 
exhibited more variability in posting frequency, often 
correlating with real-world events, trends, and personal 
circumstances. Moreover, human-authored tweets tend to 
showcase creativity and individuality, whereas GenAI-
generated tweets may follow predictable patterns or 
templates. Yet, human-authored tweets often demonstrate a 
deeper understanding of context and cultural details, while 
GenAI-generated tweets may lack such depth. In addition, 
human-authored tweets may convey a wider range of 
emotions, including humor, sarcasm, and empathy, whereas 
GenAI-generated tweets may struggle to accurately capture 
shades of emotional tones. 

Furthermore, human-authored tweets may provoke 
more engagement and interaction from other users due to 
their authenticity and relatability, whereas GenAI-
generated tweets may receive less engagement. Also, 
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human-authored tweets often reflect the personality and 
voice of the individual user, whereas GenAI-generated 
tweets may lack personalization and appear more generic. 
GenAI-generated tweets may exhibit consistency in style 
and tone across different topics related to hashtags, whereas 
human-authored tweets may vary based on the individual's 
mood and context on related hashtags. Noticeably, GenAI-
generated tweets may contain fewer grammatical errors and 
typos compared to human-authored tweets, which may have 
more variability in quality. Moreover, human-authored 
tweets consistently garnered higher levels of engagement, 
indicating greater resonance with the audience. Thus, users 
appeared to prefer interacting with content that conveyed 
authenticity, relatability, and personal connection, factors 
often found in human-authored tweets while Gen-AI-
generated tweets missed that level of engagement. Finally, 
human-authored tweets may demonstrate expertise in 
specific domains or topics, whereas GenAI-generated 
tweets may lack depth of knowledge and understanding in 
specialized areas. Indeed, these empirical results underscore 
the inherent differences between GenAI-generated and 
human-authored tweets, shedding light on the unique 
characteristics, strengths, and limitations of each category. 
While GenAI-generated tweets demonstrate proficiency in 
linguistic accuracy and consistency, they often lack the 
authenticity, emotional depth, and engagement potential 
inherent in human-authored content.  

Furthermore, human-authored tweets may provoke 
more engagement and interaction from other users due to 
their authenticity and relatability, whereas GenAI-
generated tweets may receive less engagement. Also, 
human-authored tweets often reflect the personality and 
voice of the individual user, whereas GenAI-generated 
tweets may lack personalization and appear more generic. 
GenAI-generated tweets may exhibit consistency in style 
and tone across different topics related to hashtags, whereas 
human-authored tweets may vary based on the individual's 
mood and context on related hashtags. Noticeably, GenAI-
generated tweets may contain fewer grammatical errors and 
typos compared to human-authored tweets, which may have 
more variability in quality. Moreover, human-authored 
tweets consistently garnered higher levels of engagement, 
indicating greater resonance with the audience. Thus, users 
appeared to prefer interacting with content that conveyed 
authenticity, relatability, and personal connection, factors 
often found in human-authored tweets while Gen-AI-
generated tweets missed that level of engagement. Finally, 
human-authored tweets may demonstrate expertise in 
specific domains or topics, whereas GenAI-generated 
tweets may lack depth of knowledge and understanding in 
specialized areas. Indeed, these empirical results underscore 
the inherent differences between GenAI-generated and 
human-authored tweets, shedding light on the unique 

characteristics, strengths, and limitations of each category. 
While GenAI-generated tweets demonstrate proficiency in 
linguistic accuracy and consistency, they often lack the 
authenticity, emotional depth, and engagement potential 
inherent in human-authored content. 

 
Fig. 2.  most used words by GenAI (left) and Human (right) 

 
Fig. 3.  least used words by GenAI (left) and Human (right). 

5. Conclusion 
 

Our research contributes valuable insights into 
the characteristics that differentiate GenAI-generated 
tweets from human-authored tweets. The high performance 
of our classifiers, particularly SVM, paves the way for 
further exploration and refinement of techniques to ensure 
the authenticity and integrity of content on OSNs platforms. 
Future work will focus on enhancing model accuracy, 
exploring real-time detection capabilities, and investigating 
the broader implications of AI-generated content in the 
digital landscape.  
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