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Summary 
The main objective of this research is to study the 
multiplicative functions of analytic functions spaces, especially 
in the Hardy spaces. First, the introduction and definitions of 
the used theorems are expressed and then the analysis of the 
Hardy space H2 is analyzed by Blaschke multiplications. Based 
on Beurling theorem, each subspace dependent on Hardy space 
H2  and steady under multiplicative function M2 can be 
expressed as M = bH2 and b is an internal function in it. In this 
study, this theorem is supposed to be generalized as a Hardy 
space H2 to De Branges spaces. Assume that M is a Hilbert 
space, so M is a De Branges space. We want to analyze the 
existence of an analytic and unique function b that created the 
relationship M=bH2 condition 1. In includes two parts and in 
the first part the included De Branges spaces studied analytic 
functions in some of the Banach spaces. In the second part, an 
extension of Buerling theorem is represented on a Hilbert space 
of analytic functions.                                                          
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1. Introduction  

Bergman spaces include combining analytic 
function theory with functional analysis and the theory of 
functions. In addition, this theory has a lot of common 
concepts with Hardy theory that has new elements such 
as Two Green’s function – harmonic, and regenerating 
cores. With the arrival of concepts such as analysis and 
interpolation theories, the ease of using the thesis of 
Hardy spaces is reduced. For this reason, Bergman 
spaces solve this challenge. By the appearance of 
functional analysis in the 1930s, other issues are 
proposed and solved about Hardy spaces. In particular, in 
1949 Arne Beurling, a mathematician from Uppsala 
University, in an article in Acta Mathematica Journal 
could present a description of the structure of invariant 
subspaces in H2. It should be mentioned that the close 

subspace M from HP is invariant when zM M i.e. M 
is multiplied by polynomials. Also, analytic functions are 
functions that locally characterized by a convergent 

power series. Analytic functions are in fact, a bed 
between polynomials and the whole functions.  

In theory, these operators can be analyzed from 
three perspectives. These three perspectives of field 
spaces that these operators are defined on include the 
features of the operators including bounded set, 
compactness, having closed range, normality, and super-
normality. Given the importance of operators in the 
analysis of topological of algebraic structures of field 
spaces which its analysis is not an easy task, 
mathematicians facilitated the analysis of operators with 
presenting a wide range of operators combinational from 
two multiplicative or combinational operators, or 
weighted combinational operator. Moreover, another 
wide range of operators belongs to multiplicative 
operators and images. Weighted combinational operators 
are analyzed on different spaces including Hilbert, Hardy, 
and Banach spaces. Banach functional spaces use 
functional spaces and functions that are locally convex 
that first analyzed by Parrot. One of the main reasons that 
this type of operators is important is because they can 
remove a wide range of bounded operators on Banach 
spaces. This type of operators is considered from two 
perspectives and they are defined on the Hp spaces of 
these operators.   

2. Bergman Spaces  

Theorem 1:   is a bounded area in the complex plane 

 and p  . Bergman space  pA   consists of 

all the analytic functions on   that 
p

f
 is integrable 

than the area extent in: 

      :
ppA f Hol f z dxdy      . 

The theory of Bergman spaces began with the 
progressive work of Stephen Bergman (1895-1977) that 
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basically limited to a specific mode P=2 and the ranges 

Cn for n>2. It is clear that in this situation  2A   with 

internal multiplication 
     ,f g f z g z dA z 

 

is a Hilbert space (where  dA z  is the Lévesque 
volume measure in Cn space). As a result, orthogonal 
devices of regenerative functions and cores play a 
significant role in the study of Bergman spaces. A book 
that Bergman himself written [1] and [24].  

It is assumed that the area   the open unit tablet is 
mixed.  The area extent of normalized Lévesque will be 

shown with   dxdy
dA z


  . Therefore, 

 p pA D A
 consists of all the analytic functions f: 

D→ 𝑐 for which    p

D f z dA z    norm in 
pA is 

defined in the form:     
1

p p
Df Ap d z dA z   . 

When  

1p
 , the equation above is a real norm and Ap is along 

with this Banach space norm. It is clear from this 

definition that  pA D  is a subcategory of  pL D . 

Hence, some authors use the symbol 
pL  instead of

pA . 

The symbol 
pB  should be used in some older 

mathematical books for Bergman spaces. This symbol is 
less used today because the different forms of b are used 
for showing block spaces and also roofless spaces [25].  

3. Hilbert Spaces 

Hilbert spaces are established on quaternions and 
the internal multiplication of such Hilbert spaces has 
quaternions of the amount. After analyzing the features 
of such spaces, linear and bounded operators are defined 
on them and it generalizes important theorems such as 
open mapping theorem, closed graph theorem, and Reese 
display theorem on these spaces. Finally, the range and 
the collection of the solvent of the bounded linear 
operator and their features are generalized. According to 
the fact that the multiplication of quaternions is 
irreplaceable, problems occur to the quaternion mode in 

the different stages of generalization of features that 
make the procedure of proofs more complicated [18] and 
[11].  

4.  Principles of Quantum Mechanics in Hilbert Space 

- Hilbert space is a vector space which has 
internal multiplication and it completes than the 
norm its internal multiplication induces, 
according to the fact that internal spaces 
multiplications are always complete with the 
final dimension. Also in the first principle, there 
is a Hilbert space in lieu of every physical 
system and it determined by a nonzero vector in 
Hilbert space. Moreover, if two vectors belong 
to one common factor, it, in fact, explains a 
physical mode, as a result, it determines the 
system mode in the form of a vector with one 
(vector unit) length [13] and [16].  

- Second principle: the time change in Hilbert 
space explains a unitary operator on Hilbert 
space. If U: H → H, then, | ψ ′ is. It means if the 

system mode is , in the time t0 and is 

 at the time t1. And | ψ⟩ is from the 
independent unit variable U .U |ψ⟩ = |ψ ′. This 
principle is, in fact, another formulation of 
Schrödinger equation. This equation defines the 
time transformation of a quantum system as:   

   d
ih t H t

dt
   

 

Where H → H : H is a Hermitian operator which is 
called Hamiltonian. If H is independent of time, the 
answer to the following equation is as follow [9]:  

   0
it

ht e H 


  

Now if it places in equation 1 

it
H

hU e


       
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Then    0t U 
 . We claim that U is unitary; 

it means that you should consider 
냶U U IUU Taylor 

expansion formula function    0t U 
 in 

which an are real number.  

n

n
n

it
U a H

h
   
 


 

As a result 

†

†

†

†

†

n

n
n

n

n
n

n

n
n

n
n

n

n
n

it
H

h

it
U a H

h

it
a H

h

it
a H

h

it
a H

h

it
a H

h

e

     
   

     
   

     
   
   
 

   
 













 

For this reason, the output order of that U is 
unitary. There is a Hamiltonian H for each Unitary U. 
Therefore, the second principle is that the expressed time 
evolution of a quantum system with unitary operators, in 
fact, it is another formulation of the Schrödinger equation 
[13]. Third principle: measuring on a system with Hilbert 
space H with a collection can be determined as follow:  

 : : ,i iM M H H i S   

Where  †
i i

i S

M M I C ompleteness


   

In this case, the Mis are called measurement operators, if 
the product of measurement is S ∈ i, the system mode 
changes to the equation:   

/

†

i

i i

M

M M




 
  

It should be mentioned that  p i  is a probability 
distribution which is as follow:  

1.  p i  Is nonnegative because it is equal with 

the vector norm of iM 
 to the power of two.  

2. The sum of  p i s are one and it results from 
†
i iM M I .  

Analytic functions  

In mathematics, an analytic function is a function 
that locally characterized by a convergent power series. 
Analytic functions can be considered as a bridge between 
polynomials and functions in general. Here are real and 
complex analytic functions that have similarities and 
differences. A function is analytic if it is equal to its 
Taylor series in proximity [15].  

Analytic functions features  

Collections, multiplications, and analytic functions 
combinations are analytic.  

The reverse of an analytic function that is not zero 
anywhere is analytic.  

Every analytic function is even [11].  

A polynomial cannot be zero at a large number of 
spots unless the polynomial is zero (more exactly, the 
maximum number of zeros can be as much as the degree 
of the polynomial). There is a similar but weaker rule for 
analytic functions. If the set of zeros of analytic function 
f has a spot of accumulation in its domain, then f is zero 
in the whole connective component which includes the 
spot of accumulation [13].  

5. The Study of Hardy Spaces   

The Study of the structural characteristics of Hp 
elements was conducted in the years between 1915 and 
1930. It began with an article critical from G·H. Hardy. 

Hardy showed that any 
pF H  function has radial 
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limit almost everywhere on T D   and plus the border 

function    * lim

1
i if e f re

r
 


 cannot be under 

a set with a positive value from T with zero unless it is

f  
. In addition, Fatou has proved that every 

bounded analytic function in the unit tablet has a non-
tangent extent almost everywhere on the unit circle. 
Nevertheless, the term Hardy space was not invented yet 
until Frederick Reese named these spaces as Hardy 
spaces in an article in 1923. The reason for this name 
was that Hardy proved in an article in 1915 that 

 r Lp T
f  is an ascending function compared with r, it 

means for every analytic function and the numbers 

1 2 1r r     we have [5]. 

Today, this rule is known as Hardy inequality (see page 
337 from [13] for the proof of it). In 1923, Reese 
introduced the method of removing zeroes or factoring 
by a Blaschke product. This was a beginning for 
describing the zero of the collections of the Hardy spaces 
HP (or Bergman spaces AP). Anytime a function like f is 

found in HP (or in AP) which is exactly zero on kz , in 

fact, it was proved that 
 kz

 is a zero of the collection 

HP, if or only if  kz
 applied in  

1

1 k
k

z




   

called Blaschke condition.  

The noticeable point, in this case, is the independency of 
Blaschke condition from p. In other words, every zero of 
the collection Hp is also the zero of the collection Hq [18]. 

With the appearance of functional analysis in the 
1930s, other problems about Hardy spaces also raised 
and solved. In particular, in 1949 Arne Beurling, a 
mathematician from Uppsala University, in an article in 
Acta Mathematica Journal could present a description of 
the structure of invariant subspaces in H2. We remind 
that the close subspace M from HP is called invariant 
each time M is multiplied by polynomials. The operator 

of f zf  is called the transfer operator. Additionally, 

there is an operator on the sequence space 
2  (the 

sequences that their squares of elements absolute value 

are additive) that transfer the vector  1 2, , ...a a  to the 

vector  1 2, , , ...a a . Be careful that if we consider f 

with the Taylor coefficients of the other as equal, then we 

consider each f as equal with a member of
2 . In this 

condition, zf is equal with the sequence
 1 2, , , ...a a

. 

Therefore, the transfer operator on 
2  is the same as the 

operator z zf  on H2 [7].  

Hardy spaces  

Because these spaces are raised from 
pL  and 

pA  

spaces, 
pH  Hardy spaces need to be introduced. It can 

be observed that
p p pH A L  , as a result 

pA  is 

needed without the study of 
pH  and sometimes their 

comparison. We say that the analytic function 

:f D  belongs to the Hardy space 
pH  and each 

time the equation  2sup 1

12

p
if re d

e
  

   
 

 

of the function norm of pf H  is defined in the form 

of  
1

2sup 1

2

p p
if Hp f re d

r
  

 
      

 so 

that if we define the function :rf D      instead 

of 1r    with the criterion    i i
rf e f re  , then 

 
sup

1 rf Hp f Lp T
r


 

 in a specific condition 

that ,PH p   , turns to bounded analytic function:  

   
sup

:
1

H f Hol D f z
z

  
    

 

The norm in this space defined as  

 
sup

1
f H f z

z
 


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It is clear from the definition that

  pp H H     . Similar to what we had in 

pA  space, there is a Banach space H2 instead of , 

and a complete metric space instead of 1p  . In p = 

2 modes, H2 is Hilbert space. With a simple calculation, 

it is determined that the function   n
nn

f z a z



  

belongs to H2 space, if and only if  

2

2
2

nH
n

f a




    

 

6. The Conclusions   

It is concluded from here that 
2 2H A  if P is 

a positive desirable number from the inequality 

  1 21 p
p i

Ap
f f re rdrd

  
  

     

1 1

2

p
p

HpHp
f rdr f


   

We find that 
pH  is, in fact, a closed subspace 

pA  [10]. 

 

 

Analyzing the performance of multiplication on the 
spaces of analytic functions 

Let  n  be the set of real positive numbers with

 0 1  . For  1 Pp H     , let 

 be the space of the 

formal set of the formula in which   , and 
order of complex numbers is in a form that 

. So  of Banach 

space is under the form of   0
: n

nn
f f z f z




   

[11].  

For , space  is defined as a Hilbert 
space under the internal responsibility and also as 

 in which 

 and 

 are the elements. 

The secondary result 1:  and area in c let Banach 
space formula be Holomorphic functions that are defined 

on . If  is a coefficient in the 

form of , everywhere that  
exists, the multiplicative transfer 
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 defined by 

. If  is continues, then the 

induced operator is . The importance of multiplicative 
operators derived from spectral theorem and the normal 
operator on Hilbert spaces are equal with multiplicative 
operator [3].  

The study of multiplicative operators on  is 
conducted by Sing and Kumar in which it is determined 
that the most features of combination operators are 

characteristically defined through  

in which  the multiplicative operator through this 

formula derived from  considering this 
measurement. The main objective of this paper is to 
study the multiplicative operator and harmonic Hardy 

spaces. The symbol  shows the algebraic 
Banach for all the linear operators that are grouped on H 

and  shows the set {0, 1, 2, 3…}.   

Limited multiplication operators in weighted Hardy 
spaces 

These operators show that the insertion of the 

multiplicative operator of this  does not induce by 

 and it is said that in many cases it is applicable.  

First principle: it prepares the adequate conditions for the 
grouping of the multiplicative operator, if 

 is applicable.   

We should write 

  

In this case  

  

Let 

 

From this equation         

 

Second secondary result: let  

be confirmed, and then  is 
the grouped operator.  

Let  be confirmed, then we have 

 

In this equation  is applicable and 
this proves that the operator is grouped [11]. 
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