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Abstract 
In this research, we introduced a map-reduce framework from 
cloud computing to execute the genetic algorithms with large 
population sizes and overcome limited resource problem of 
common single computers. In comparison with related works such 
as MRPGA and Huang’s method. Huang and Park, using the 
model presented in, an algorithm for job shop scheduling problem 
solving is presented in the context of cloud computing. In this 
algorithm, the encryption method used based on start times of jobs 
and another field as the generation of genetic algorithm is defined 
in display individuals of the population. The algorithm MRPGA 
in which the claim is made that the current map-reduce model due 
to a fall in local optimization does not support as well as a genetic 
algorithm. So this method has tried to do changes in map-reduce 
architecture, So that the possibility of falling into the local 
optimum reduced. By comparing the proposed method with the 
MRPGA method and the standard Map-Reduce method, we 
concluded that the proposed algorithm performs better for 
different tests in terms of finding the exact results and thus 
produces shorter schedules. 
Keywords: 
Job shop scheduling problem, MRPGA method, Huang 
and park method 

 
1. Introduction 
 

Some of decisions are known in the industry as 
planning decisions. Resource planning process for 
production determines set of activities necessary to 
scheduling. Scheduling is the allocation of limited resources 
to activities during the time, to optimize one or several the 
objective function [1].  
Suppose there are number of different job that must be 
processed on the number of different machines. Everything 
is processed by every machine once and only once. 
Processing a job on a machine called an operation. 
Everything must be processed with particular succession on 
different machines. This constraint is called Technological 
constraint. Anything is independent of other jobs and 
arrangement perform of acts does not depend on order acts 
of other jobs. Finding scheduling all of the jobs with 
compliance with all provisions, also be implemented and 
has the fewest completion time, is called Job shop 
scheduling problem [2].  

To implement a genetic algorithm in the context of 
map-reduce framework, studies have been done. From the 
first jobs is done in this area by way of MRPGA [3]. In this 
way, the initial population was created by a coordinator 
node and this node has the responsibility for implementing 
the general structure of genetic algorithm rings. 
Chromosomal analysis at the stage of mapping and Parents' 
Choice is performed in two reduction stages. Except for the 
evaluation and selection of parent’s steps, other operations 
including the production of initial population, combined, 
mutations and review of check out conditions happens in 
the single-node coordinator algorithm. In the Method based 
on Map-reduce framework the standard [4], to solve the 
problem parents choose the appropriate in method MRPGA, 
The output of the random distribution stage of mapping, 
reduction step is used internode and thus need to reduce the 
second stage has been eliminated in MRPGA. In this 
algorithm, as well as other operations are carried out in a 
coordinator node. Huang [5] used from this implementation 
Standard, to solve job shop scheduling problem by genetic 
algorithm in the context of mapping-reduction. 
 

Although previous algorithms are able to implement 
genetic algorithm in the context map-reduce framework, but 
is has three main problems which makes it difficult to use 
them on the big problems. These three problems can be 
listed as follows: 
1-Selection mechanism in this algorithm has not been 

implemented to form effectively. In other words, a large 
collection of good people population may be sent to a 
reducer and the result of acts selection operator, many of 
these good people have not the possibility of transmission 
to the next generation and therefore reduced the 
efficiency and speed of convergence of genetic algorithm. 

2-In all these ways, the cutting and mutation operation that 
are costly operations, apply in a node and therefore if 
population size is selected large, reduces speed 
enforcement of Genetic algorithms rings. 

3-In these algorithms, production the initial population is 
performed for series and by a node, thus the production 
of large initial populations was time consuming and 
reduces from degree of parallelism of the algorithm. 

 
In this research, a method introduced based on map-

reduce framework so that genetic algorithms with very large 
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populations has produced to solve job shop scheduling 
problem and overcome on difficulties of previous methods.  
 
2-2-1. Describes of job shop scheduling problem 
Job shop scheduling problem can be described as follows 
[1,5,6]: 

 Suppose there are number n of different 
job  {𝐽ଵ, 𝐽ଶ, ⋯ , 𝐽୬}  that should on m different 
machines  {𝑀ଵ, 𝑀ଶ, ⋯ , 𝑀௠}  be processed. Everything is 
processed by every machine once and only once. Processing 
a job on a machine called an operation. Job action i-th on 
machine j-th shows with Oij. Everything must be processed 
with particular succession on different machines. This 
constraint is called to technical constraints. Anything is 
independent of the other jobs and arrange perform of acts 
not related to the other jobs actions. Every action Oij has a 
special processing time is tij. 
 
The purpose of on job shop scheduling problem can be 
stated as follows: 

𝐶 = min {𝐶ଵ, 𝐶ଶ, ⋯ , 𝐶௡} 
 
Where 𝐶௜  is represents the completion time𝐽௜ , 𝑖 = 1,2, ⋯ , 𝑛. 
The purpose of job shop scheduling problem can be 
expressed in terms of disjunctive graph: 
 

If we could specified direction of edges of non-
oriented at any subset and create path on all nodes in each 
subset, then we can identify arrange operations that are 
processed on each machine. In this case found an answer to 
job shop scheduling problem. 
So the choice scheduling is equivalent to choose a graph 
like 𝑮(𝑵, 𝑨, 𝑬ᇱ) where 𝑬ᇱ = 𝑬ᇱ

𝟏 ∪ 𝑬ᇱ
𝟐 ∪ ⋯ ∪ 𝑬ᇱ

𝒎  and 𝑬ᇱ
𝒋 

path connected is oriented that passes through all the 
vertices assigned to 𝑬𝒋. The number of edges found in 𝑬ᇱ

𝒋 
is equal to 𝒅𝐣 − 𝟏. If the graph is selected, non-circular, in 
this case shows a possible scheduling. 

Each node is corresponds Oij with a weight tij that 
indicates processing time j-th operation from i-th job. Nodes 
0 and 1 are zero weight. The longest path from node 0 to 
node 1 is called the critical path. So during the critical path 
represents the maximum completion time is scheduling. 
Find at least the critical path of all oriented-graphs 
𝑮(𝑵, 𝑨, 𝑬ᇱ) is equal to find the optimal solution for job shop 
scheduling problem. 

 
3. Genetic Algorithm 
 

Genetic algorithm, kind of heuristic algorithm is that 
has been from theory "survival of the fittest" idea of 
Darwin's [7]. Genetic algorithms can be categorized as a 
kind of evolutionary algorithm that potential solutions to a 
particular problem in the form of data structures similar to 
chromosomes, encoding and recombination operations on 

these structures acts to protect of vital information. Genetic 
algorithm compared with traditional algorithms has two 
important advantages: 
1-This algorithm has parallel structure and behavior. This 

algorithm population of solutions possible kept at any 
moment and tried to push this crowd towards better 
spaces for searching. 

2-This algorithm has a random structure, So if it's getting 
caught in local optimum can using a random walk, to 
release themselves from this local optimum. 

 
Therefore, from this algorithm in many areas those 

need to find optimal or near to be optimal, especially on 
issues that have large search space, has been abundant use. 
Genetic algorithm can be generally expressed as following 
[7,8,9]: 

 
First the selected initial population and the quality 

of this initial population based on the evaluation function is 
determined. Then, in each iteration are selected parents by 
applying the combination operators (cutting), to produced 
children. These children with very little probability (close 
to zero) found of mutated and are added to the population. 
Then some of the people based on the fitness value, 
removed from the population to remains stable population 
size. Each step of the algorithm is called a generation.  

 
 

3.1 Cloud computing and map-reduce model 
The evolution of computing in such a way that it can 

be assumed to be an important element. In such a case users 
try based on their needs and no matter how it where it is a 
service and or how is delivered, giving it access. Examples 
a variety of computing systems presented that attempt to 
provide such services to users. Some of these computational 
systems including cluster computing, grid computing and 
cloud computing recently. 
Grid computing concepts in this chapter is the prelude to 
understand cloud computing, and then consider on cloud 
computing and we examined how to use map-reduction 
models for solving optimization. 

 
 

3-2. Grid computing 
The first and most widely used definition for Grid 
computing definition used by Foster and Keselman [10] 
provided: "A grid computing, hardware and software 
structure that access to a reliable, consistent, pervasive and 
inexpensive to provide high levels of computing 
capabilities". The real problem related to grid consists of 
resource sharing and coordinated problem solving in virtual 
organizations that are composed of several sub-
organizations. Shared that we're looking for, just is not 
simple file exchange a direct but access to computers, 
software, data and other resources will also be included [11]. 
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The potential benefits of Grid computing in the IT 
management can be summarized as follows [12]: 
 
Grids gathering heterogeneous systems together to 

simulate a large computer and thus can provide 
computing power higher for a job. In other words, 
using Grid computing, existing resources are being 
used more appropriately. 

Grid computing, caused saving in companies IT sector, 
because it reduces Total Cost of Ownership (TCO). 

Grid computing due to parallel processing build capacity 
and access to additional resources and also load 
balancing, improve the efficiency in computing 
resources and data storage. 

Grid computing to improve efficiency and also increase 
reliability. Because the resources that in grid are ruined, 
quickly replaced by other sources in a grid (them duty 
as the balance is distributed among other sources). For 
this reason, grid users can continue to its activities 
regardless of probable damages. 

Grid computing allows companies to provide distributed 
resource management. It does this through 
virtualization of physical resources a heterogeneous in 
different geographical locations is being carried out. It 
provides possibility to manage resources. 

 
 
4. Cloud computing 
 

Foster and colleagues [10] defines cloud computing 
as follows: 
“Cloud computing is model distributed to Large-scale that 
set of scalable and virtualized from managed computing 
power, storage space and clients puts at the disposal of 
customers via the Internet”.the basic characteristics of cloud 
computing can be summarized as follows  
 
Cloud computing is a new computing model. 
In this model, resources (hardware, storage space and 

system apps) would be presented for service. 
The basic characteristic of cloud, virtualization and 

dynamic scalable is based on user demand. 
Cloud services via the web or via API offered to users. 
 
 
4.1 Map-reduce: 

Map - reduce a programming model that was created 
by Google Inc. in 2004 [13]. This model to simplify parallel 
data processing on large clusters has been designed [13]. 
Map – reduce model is a model of efficient and scalable and 
therefore can be used for processing sets of massive data. 

When mapping - reduction framework was introduced, 
Google indexing system your search was completely 
rewritten to be able to use of these new programming model. 
Indexing system, which produces the data structures used 
by Google web search engines. In general average hundreds 
of thousands of action map-reduce are implemented on 
Google's clusters, to enable them twenty-peta bytes of data 
to process daily [14]. 
Google first library map-reduce wrote in 2004 to language 
C ++. 
  

Phoenix [15], the implementation of map-reduce for 
systems with shared memory, multi-core and multi-
processor is designed. This means that a computer with 
multiple processor cores. Mars [16], is a map-reduce 
framework that are designed for GPUs. A graphics 
processor unlike central processors have Processors high 
power and as well as high memory bandwidth. But 
programming is hard for them because they are designed for 
graphics application.  
 

From the beginning map-reduce framework, 
extensive research regarding the use of this framework has 
been made in solving various problems [3,17,18,19,20,21]. 
Many calculations can easily be done by programming 
model mapping-reduction.  
 
 
4-2. The implementation of the Genetic algorithm in the 

context of cloud computing 
 
Of the first things that were observed in this area, 

the algorithm MRPGA [3] in which the claim is made that 
the current map-reduce model due to a fall in local 
optimization does not support as well as a genetic algorithm. 
So this method has tried to do changes in map-reduce 
architecture, So that the possibility of falling into the local 
optimum reduced. 
 

The overall cloud architecture that runs MRPGA 
algorithm is presented in Figure 1. It is logical that this 
algorithm has operations evaluation and selection of the 
parents, the operation was time consuming and should 
therefore be implemented by the framework of map-reduce. 
Evaluation is done by a mapping stage and also selection by 
two reducing stages. This system is consists of a coordinator 
node, a master node and worker multi-node. Master nodes 
are responsible for scheduling the execution of parallel 
activities [3]. 
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Figure 1: general architecture of cloud algorithm MRPGA [3] 
 

. 
4-2-2. Implementation based on the standard model of 

map-reduce 
Each of an iteration of genetic algorithms in the 

form of a full stage map-reduce is implemented separate. In 

this method is performed evaluation of people in mapping 
stage and them selection in the reducing stage. Figure 2 
overall structure of this algorithm can be displayed. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2: The overall structure of the proposed algorithm in [4] 
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This algorithm has tried to solve the problems associated 
with parental choice in MRPGA method, but many of 
disadvantages and shortcomings of this algorithm are 
inherited. One of these weaknesses as follows: 
1-In this algorithm similar to MRPGA, from a single master 

node to apply the combination and mutation operators 
are used. So the load serial implementation of this 
operator, from degree of parallelism of the algorithm 
is reduced. 

2-In this algorithm, it is assumed that the initial population 
is generated by your receiver service; as a result, the 
production of initial population, in addition to form 
serial is done, dependent to intensity computing power 
and receiver service speed. If the receiver service is a 
node with low computing power (eg a mobile handset), 
in this case the production of very large populations, 
component points will be very critical of this algorithm. 

3-In this algorithm may also in distribution of people stage 
among reducers a large part of good people, to a 

corresponding reducer and therefore will be there 
possibility of losing good people of population. 

 
4-3. job shop scheduling problem solving by genetic 

algorithm in map-reduce framework 
Huang and Park [5], using the model presented in [4], 

an algorithm for job shop scheduling problem solving is 
presented in the context of cloud computing. In this 
algorithm, the encryption method used based on start times 
of jobs and another field as the generation of genetic 
algorithm is defined in display individuals of the population. 
This field helps to algorithm could after a certain number of 
generation to end his jobs (Unlike the method proposed in 
[4], a genetic algorithm until runs that to reach a certain 
level of fitness).  
 

In the previous sections the structure of the three 
algorithms were presented in previous studies [3,4,5], was 
investigated. Compare this algorithms described in this 
section. Compare these methods are shown in Table 1. 

 
 

Table 1: Comparison of investigated methods 
 

 MRPGA  ]11 [  
Standard Model 

[13] 
Huang method 

[14] 

Goal 

Implementation of 
genetic algorithms 
in the context of 
map-reduce 

Implementation of 
genetic algorithms 
in the context of 
map-reduce 

Implementation of 
job shop scheduling 
problem by genetic 
algorithm in the 
context of map-
reduce 

The number of mapping 
steps for each the genetic 
algorithm loop 

1 1 1 

the number of Reducing 
steps for each Genetic 
Algorithm loop 

2 1 1 

The task of master nodes  
Distribution of 
individuals among 
mapping  

Distribution of 
peoples among 
mapping, the 
distribution people 
among Reducer, the 
implementation of 
the general process 
of genetic 
algorithms, 
conducted combined 
operations, mutation 
and update, review 
conditions 

Distribution of 
peoples among 
mapping, the 
distribution people 
among Reducer, the 
implementation of 
the general process 
of genetic 
algorithms, 
conducted 
combined 
operations, mutation 
and update, review 
conditions 
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Completion of 
algorithm 

Completion of 
algorithm 

The task of mapping nodes 
Assessment of 
individuals of the 
population 

Assessment of 
individuals of the 
population 

Assessment of 
individuals of the 
population 

The task of Reducer nodes  Parental choice Parental choice Parental choice 

Production of the initial 
population 

To form Random 
and by the 
coordinator node 

By receiver service By receiver service 

condition Completion of 
algorithm 

On the basis of 
individual fitness 
values 

On the basis of 
individual fitness 
values 

Based on individual 
fitness and the 
number of 
generations 

Time of combined and 
mutation operation 

Much much Much 

Production time initial 
population 

Much 
It depends on 
receiver service 

It depends on 
receiver service 

The possibility of losing 
good people on selection 
stage 

Much Exist Exist 

 
 

 

5- Proposed research algorithm 
Although previous algorithms [3,4,5], are 

able to implement a genetic algorithm in the 
context of map-reduce framework, But has three 
main problem that the use of them in big problems 
is difficult. These three problems can be listed as 
follows: 

Selection mechanism in this algorithm has 
not been implemented to form effectively. In 
other words, a large collection of good people 
population may be sent to a reducer and the result 
of what selection operator, many of these good 
people not have the possibility of transmission to 
the next generation and thus decreases efficiency 
and speed of convergence of genetic algorithm. 
 In all these methods, cutting and mutants 
operations that are costly operations, applied in a 
node (coordinator node in method of MRPGA 
and master node in two other methods) and 
therefore if the size populations is select to large, 
genetic algorithms reduces speed enforcement 
circles. 

In this algorithm, production the initial 
population is done for series by a node 
(Coordinator Node in MRPGA and receiver 
service in two other methods), thus producing a 

large initial populations was time consuming and 
reduces from degree of parallelism of the 
algorithm. 

In this research to solve these problems has 
been introduced a new method. In this method, 
used in addition to different operators for genetic 
algorithms, map-reduce structure also changed in 
such a way to be able combine and mutate 
operation performed also in worker nodes and 
thus lose a large part of the time these nodes and 
improved runtime. In addition, used from a 
specific reducer node in reducing stage to process 
always the best population solutions and thus the 
possibility of the loss of good solutions to be 
resolved at the selection stage. In the proposed 
algorithm, from an initial mapping -reducing 
stage and specific is used to generate the initial 
population and therefore the proposed method, do 
not have production problems the previous 
methods of initial population. 

The proposed algorithm is composed of a 
master node and the number worker nodes. In this 
algorithm map-reduce a separate step is used to 
generate the initial population. At this stage is 
responsible mapper nodes duty the production of 
raw chromosomes and reducer nodes duty the 
production of structures 5-1 for each of the raw 
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chromosomes. As stated, for this master nodes are 
not involved the distribution of mappers outputs 
to reducers, each reducer node your inputs 
received from outputs of local mappers. After 
generating the initial population is beginning 
genetic algorithms rings. Each of these rings, by 
a map-reduce stage is done complete. For this 
purpose, the master node is distributed the 
individuals of the population among mappers 
nodes. These people are values of evaluation -1. 
Mappers nodes in is responsible the task of 
evaluating these people and they identified vale of 
length scheduling based on decoding of section 
chromosome. These nodes in addition to the 
evaluation of people, identified the best people 
and them with unique identifier NULL, to their 
takes output. In addition, other people (except the 

best people), is taken with random ID to the 
output. Then master node is responsible task 
assignment these output between reducer nodes. 
This allocation is done in a random so that the 
same number of people assigned to each of 
reducers. In addition, all those who are NULL ID 
to a specific node (node 0) are assigned. Reducer 
nodes are responsible the task of applying the 
selection operators, combination and mutations 
and to number your inputs produces offspring. 
This children has the values random ID, 
evaluation -1 and generation of a larger unit than 
their parents. This children as the new generation 
is divided by master node between mapper. 
Figure 3, the overall structure of the proposed 
algorithm shows schematically . 

 
 

 
 

 
 
 

 
 

 
 
 
 

 
 

 

 
 

 
 
 
 
 
 
 

 
Figure 3: The overall structure of the proposed algorithm 
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7. Conclusions 
.  

Older algorithms due to deterministic 
nature and their serial, not able to manage space 
nonlinear of job scheduling problem and if stuck 
in a local optimum, no way to get rid of it. To 
solve this problem can use evolutionary 
algorithms and in particular genetic algorithm that 
random and parallel nature. For the genetic 
algorithm can give us a proper solution, should 
have chance produce large sections of solution 
space in the population, so for a very difficult 
problem like job scheduling, this population 
needs to be as large as possible. But large 
population is means bigger time costs because 
conventional computers because the structures of 
its resources, Genetic algorithms are implemented 
in serial form and therefore cannot control their 
large populations. To solve this problem also 
needs to be larger hardware that have the ability 
to manage big data, can be used. Cloud computing 
is a new model that tries to solve the problem of 
limited resources of computer (computational and 
storage) and puts almost unlimited resources at 
our disposal. Map-reduce introduced framework 
from cloud computing by Google Inc. and 
provides ability to write algorithms for execution 
in cloud computing environments. This 
framework hides the all the intricacies associated 
with cloud computing infrastructure and enables 
to programmer which can use to write some 
simple function of the possibilities of cloud 
computing. In this book, we have introduced a 
method based on mapping-reduction framework 
so has produced genetic algorithms to solve job 
scheduling problem with very large populations 
and overcome to the problem limited resources of 
conventional computers. By comparing the 
proposed method with previous methods were 
introduced for this purpose (MRPGA methods 
and Huang methods), reached the conclusion that 
used the proposed algorithm for four benchmarks, 
perform better and therefore produces shorter 
schedules. 
 

8. Suggestions for future studies 
 

Considering that the proposed algorithm 
in early generations did not do better in 
comparison with other methods, in this case, can 
used other innovative methods or providing 
operators new genetic and or applied to 
restructuring of map-reduce these improvements. 
Future studies can be classified in three categories: 
1-Study about innovative and meta-heuristic 
methods (other than genetic algorithms) to solve 
job scheduling problem: can be used the newer 
Meta-heuristic algorithms instead of genetic 
algorithms such as algorithms based on the 
immune system, genetic algorithms that uses 
from local searches on their structure and so 
which may have higher performance, can be used 
to solve job scheduling problem. 
2-Study about Operators of genetic algorithm: If 
we assume on use of genetic algorithm, can be 
this algorithm about the structure different 
operators, and in particular the new coding 
techniques for job scheduling problem that has a 
dramatic effect on the performance of the 
algorithm, are conducted further studies. 
3-Study about the structure of map-reduce 
framework: It can be about other methods to 
arrangement map and reduce nodes and also 
master nodes and even more studies are done the 
structure of mapping -reducing functions.  
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