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Abstract 
In Wireless Multimedia Sensor Networks (WMSN) the large size 
of multimedia data such as image requires finding optimal 
solutions. To solve the problems of energy consumption and 
bandwidth during processing and transmission, there are solutions 
that address these problems, such as image compression. Currently, 
the most effective methods are based on the wavelet transform, 
which allows spatially decorrelating the image i.e., it is necessary 
to develop progressive coders interested in the content of the 
image before compression. Several researchers in this axis show 
that SPHIT is the best choice for low energy compression 
algorithms because of its ability to provide higher compression 
ratio with low complexity and better image quality, but what is the 
best transform used by SPHIT? Knowing that there are several 
wavelet transforms. This work deals with four compression 
methods applied to color images. The proposed method is based 
on the lifting scheme coupled with the SPIHT coding and wavelets 
biorthogonal Cohen-Daubechies-Feauveau wavelet (CDF 9/7). 
This method is compared with three methods: lifting scheme 
coupled with the SPIHT coding and wavelets biorthogonal Gall 
5/3, CDF 9/7 (Filter Bank) coupled with the SPIHT and CDF 9/7 
(Lifting scheme) coupled with the Embedded Zerotrees of 
Wavelet transforms (EZW) coding based on the following 
evaluations factors: image quality (Peak Signal-to-Noise Ratio 
(PSNR), Mean Square Error (MSE), Structural Similarity Index 
(MSSIM) and Fidelity Information Visual (FIV)) and energy 
consumption (Compression Ratio (CR)). 
Keywords 
Compression, Wireless Multimedia Sensor Networks, energy 
consumption, SPIHT, lifting, DWT  

 
1. Introduction 
 

Because of the astonishing speed of technology 
developments, particularly in the field of semiconductors 
manufacture, electronic equipment has become smaller and 
cheaper. The field of sensor networks Wireless Multimedia 
(WMSN) is among the areas that have benefited most from 
these developments. A multimedia sensor node has a 
number of characteristics such as limited energy resources. 
The nature and the specification of the multimedia data, 
such that image, causes problems in a sensor node in the 
processing and transmission of data. An image contains a 
plurality of pixels correlated with each other. However, 
because of this  correlation; data contain a large amount of 
redundancy that occupies large storage space and reduces 

bandwidth. There are three types of data redundancy; spatial 
redundancy, temporal redundancy and spectral redundancy. 
The main purpose of compression is to reduce the size of 
data for storage and transmitting them in a minimum 
bandwidth, while maintaining acceptable visual quality of 
the reconstructed image. Compression must also ensure a 
certain period of network life. Several researchers [1-5] 
have shown that SPHIT encoder is the best choice for low 
power consumption compression algorithms because of its 
ability to provide higher compression ratio (CR) with low 
complexity and better image quality (PSNR, MSE). 

 

2. Compression and Reconstruction image in 
WMSN 

Data compression can be performed with lossy or 
without loss. Lossy compression is often preferred for low 
speed transmissions (e.g image transmission); it loses detail 
in the image while remaining within acceptable limits. 
Compressing image in WMSN is generally as indicated in 
Figure 1. 

 

 
 

In Figure 1.a, First original digital image (acquired 
image) is usually transformed into another field, where it is 
strongly-correlated using a transformation. This 
decorrelation concentrates the important image information 
in a more compact form. The compressor then removes 
redundancy in the transformed image and stores it in a file 
or stream of compressed data. In the second step, the 
quantization block reduces the accuracy of the output signal 
converted in accordance with predetermined fidelity criteria. 

 
Figure.1. Diagram compression / transmission and 

decompression of image 
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Also this step reduces the psycho-visual redundancy of the 
input image. Quantization operation is a reversible process 
and can be omitted when there is need of compression 
without error or loss. In the last step of data compression 
model the encoder symbol creates a fixed or variable length 
code to represent the output quantification and maps the 
output in accordance with the code. A variable length code 
is commonly used to represent the set of mapped and 
quantified data. It assigns short code words to common 
output values and reduces the coding redundancy. 

According to the coding, it means the bit stream 
sending a multimedia sensor node source to another 
destination node via Wifi, Zigbee or other communication 
techniques. On the other hand (destination node), a 
reversible operation i.e, the reverse decompression 
compression processing produce the recovered image as 
shown in Figure 1.b. 

 

3. Biorthogonal 9/7 Wavelet Transform  

The CDF 9/7 wavelet transform belongs to the 
family of symmetric biorthogonal wavelets [6-9]. The low-
pass filters associated with the wavelet to obtain the 
approximation coefficients are given as follows p = 9 
coefficients for the analysis, p = 7 coefficients in the 
synthesis are described in Table I. 

 
 TABLE I THE ANALYSIS FILTER COEFFICIENTS 

Analysis filter coefficients 
i Low-pass filter  High-Pass Filter 
0 0,602949018236000 0,557543526229000 
1 0,266864118443000 -0,295635881557000 
2 -0,0782232665290000 -0,0287717631140000 
3 -0,0168641184430000 0,0456358815570000 
4 0,0267487574110000  

 
 

The CDF 9/7 wavelet transform has a large number 
of vanishing moments (N = 4) for a relatively short support. 
This feature plays an important role in image compression 
[10, 11]. The following figure shows the representation of 
the wavelet CDF 9/ 7. 

 

 
In this work, we introduced the lifting structure in 

the CDF 9/7 wavelet transform. This algorithm is 
characterized by its effectiveness in the memory space used 
for the transform coefficients. The lifting scheme consists 
of two phases: one for analysis or decomposition, and the 
other for synthesis or reconstruction, and each phase consist 
of three steps of splitting, prediction and updating. The 
decomposition phase consists of three steps: split, predict 
and update see (Figure 3.). 

 

 
The CDF 9/7 wavelet of lifting structure is composed of 

four floors: two predictions operators and two update 
operators. 

 
The following equation describes the four stages of 

"lifting" and the two steps "Scaling". 
  

൞

Y(2n + 1) ← X(2n + 1) + (a × [X(2n) + X(2n + 2)]),
Y(2n)         ← X(2n) + (bC[Y(2n-1) + Y(2n + 1)]),

Y(2n + 1) ← Y(2n + 1) + (c × [Y(2n) + Y(2n + 2)]),
Y(2n)         ← Y(2n) + (d × [Y(2n-1) + Y(2n + 1)]),

            (1) 

ቊ
Y(2n + 1) ← -K × Y(2n + 1),

Y(2n) ← (
ଵ

୏
) × Y(2n),

                                                    (2) 

When parameter values are: 

 

Figure.2. CDF 9/7 wavelet   and 
~

 

 
 

Figure.3. Lifting analysis structure 
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Figure.4. Split, Predict and Update Steps of forward 
CDF 9/7 wavelet using Lifting scheme; (a) Lifting 

implementation of the analysis side of the CDF 9/7 filter 
bank; (b) Structure of the CDF 9/7 filter. 
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        𝑎 = −1.149604398  
        𝑏 = −0.4435068522 
        𝑐 =   0.8829110762 
        𝑑 =  0.0529801185 
       𝐾 =  1.586134342 

4. SPIHT Coding Scheme 

When decomposition of the image is obtained, we 
try to find a way to encode the wavelet coefficients in an 
effective result, taking redundancy and storage space into 
consideration SPIHT. [14] This coding scheme deserves 
special attention because it provides the following, good 
high PSNR,image quality,  especially for colour images; it 
is optimized for progressive image transmission;  produces 
a fully embedded coded file; has a simple quantization 
algorithm; has fast coding/decoding (almost symmetric);  
has wide applications, is completely adaptive;  can code to 
exact bit rate or distortion and is  efficient combination with 
error protection. 

This technique takes into account the limits between 
the coefficients across subbands at different levels [10]. 
[15]The first is always the same: if there is a coefficient at 
the highest level of processing in a particular sub-band 
considered insignificant against a particular threshold, it is 
very likely that his descendants in the lower levels are too 
insignificant. We can encode a large group of coefficients 
with every symbol.  Figure 5 shows how a spatial 
orientation tree is defined in a pyramid constructed with 
four recursive subband splitting. The coefficients are 
prioritized hierarchically. According to this relationship, the 
SPIHT algorithm records many bits that specify 
insignificant coefficients [12-13]. 

 

 
The flowchart of SPIHT is presented in Figure 6. At 

first, the original image is decomposed into ten sub-bands. 
Next, the method depicts the maximum number of iterations. 
Second, the method puts the DWT coefficients into a 
sorting pass that finds the average of coefficients in all 
coefficients and encodes the sign of the coefficients 
significance. Third, the coefficients can be found in the 
significance of sorting pass which are put in the refinement 
pass using two bits to require the value of rebuilding in 
order the true value. The first, second and third steps are 
iterative and iteration decreases until it reaches the 
threshold ( 𝑇௡ = 𝑇௡ିଵ/2 ) and the reconstruction value 

(𝑅௡ = 𝑅௡ିଵ/2). Fourth step, the coding bit access entropy 
encoding and is then transmitted [24]. The result is in the 
form of a bitstream. 

 

 

5. Algorithm 

Before applying biorthogonal CDF9/7 based on 
Lifting scheme  on the color image, the RGB color images 
are converts into YCbCr form, and then applying Wavelet 
transform on each layer independently, this means each 
layer from YCbCr are compressed as a grayscale image. 
YCbCr refers to the color resolution of digital component 
video signals, which is based on sampling rates. In order to 
compress bandwidth, Cb and Cr are sampled at a lower rate 
than Y, which is technically known as "chroma 
subsampling." This means that some color information in 
the image is being discarded, but not brightness (luma) 
information. We obtain the best rate of compression using 
the rich less layer for the chromatic composante Cb and Cr. 
 
 

  














BGRCr

BGRCb

BGRY

*0816.0*4183.0*5.0

*5.0*3312.0*1687.0

*1145.0*5866.0*2989.0
            (3) 

 
 

When the decomposition image is obtained, we try 
to find a way to code the Wavelet transform into an efficient 
result, taking redundancy and storage space into 
consideration. After, we apply SPIHT algorithm on each 
layer (Y,Cr,Cb) independently . 

 
 

Figure.5. Hierarchical trees in multi-level decomposition 
 

 
 

Figure.6. Flowchart of SPIHT. 
 

 

Threshold  

(𝑇𝑛 = 𝑇𝑛 −
1

2
) 

Reconstructive value 

 (𝑅𝑛 = 𝑅𝑛 −
1

2
) 

 

Original image 

 

Storing pass 

Refinement pass 

Entropy coding 

Wavelet transform 

Resulting bit stream 
 



IJCSNS International Journal of Computer Science and Network Security, VOL.26 No.1, January 2026 
 

 

66

 

 
 

This process is repeated for every resolution in the 
case of level 3 decompositions. The encoding / decoding 
can be terminated at any time, with the best reproduction 
obtained up to that point. This is made possible because of 
the progressive nature of the coding algorithm. 

 

6. Image compression performance criteria 

Energy consumption, for a multimedia sensor is 
decreases measured by the compression ratio (Cr) as shown 
in formula (3); when the compression ratio is higher, energy 
consumption is less. 

 

𝐶𝑟 =
஻௢

஻௜
                                                              

 
Where  𝐵𝑜 , is the output compressed sequence length, 𝐵𝑖 
is the uncompressed input length. Objective measurements 
are based on mathematical criteria for evaluating image 
quality. The main quality criteria used to measure the 
performance of optical instruments [14] are: 

The Mean Square Error (MSE), the simplest setting of 
the image quality measure is the MSE. The great value of 
MSE means that the image quality is poor. The MSE is 
defined as follows: 

 

𝑀𝑆𝐸 =
ଵ

ெ.ே
. ∑ ∑ ൣ𝐼(𝑖, 𝑗) −  𝐼መ(𝑖, 𝑗)൧

ଶேିଵ
௝ୀ଴

ெିଵ
௜ୀ଴                  

 
With: I(i, j)  represents the original image, Iመ(i, j) is the 

degraded image. M and N are the number of rows and 
columns. 

Peak Signal-to-Noise Ratio (PSNR), the low value of 
PSNR means that the image quality is poor. PSNR is 
defined as follows: 

 

𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔ଵ଴ ቀ
(Dynamics of image)మ

ெௌா
ቁ                      

 
The Structural Similarity Index (SSIM), Measuring 

PSNR gives a numerical value for the deterioration, but 

nothing about the type of degradation. In addition, as is 
often noted in [16,17], it does not fully represent the quality 
perceived by human observers. The similarity compares the 
brightness, contrast, and structure between each pair of 
vectors, where the index of structural similarity (SSIM) 
between two signals x and y is given by the following 
expression [18,19]: 

 
𝑆𝑆𝐼𝑀 (𝑥, 𝑦) = 𝑙(𝑥, 𝑦). 𝑐(𝑥, 𝑦). 𝑠(𝑥, 𝑦) .                            (7) 

The formula for the comparison of the brightness is 
determined as follows: 

 
𝑙(𝑥, 𝑦) =

ଶఓೣఓ೤ା஼భ

ఓೣାఓ೤ା஼భ
 ,                                                                   (8) 

With the average intensity of the signal 𝑥 is given by: 
 

𝜇௫ =
ଵ

ே
∑ 𝑥௜

ே
௜ୀଵ   , 𝐶ଵ = (𝐾ଵ𝐿)ଶ   ,                                               (9) 

 

The constant 𝐾ଵ << 1, and 𝐿 is the dynamic line of pixel 
values. The contrast comparison expression takes the 
following form: 

 
𝑐(𝑥, 𝑦) =

ଶఙೣఙ೤

ఙೣ
మାఙ೤

మା஼మ
  ,                                                                 (10) 

With 𝜎௫ = ඥ𝜇௫(𝑥ଶ) − 𝜇௫
ଶ   is the standard deviation of the 

original signal𝑥, 𝐶ଶ = (𝐾ଶ𝐿)ଶ, and the 𝐾ଶ << 1. 
The structure of the comparison expression is defined as 

follows: 
 

𝑠(𝑥, 𝑦) =
ఙೣ೤ା஼య

ఙೣఙ೤ା஼య
=  

௖௢௩ (௫,௬)ା஼య

ఙೣఙ೤ା஼య
 .                                  (11) 

Where, 𝑐𝑜𝑣 (𝑥, 𝑦) = 𝜇௫௬ − 𝜇௫𝜇௬ , 𝑎𝑛𝑑 𝐶ଷ =
஼మ

ଶ
 . 

 
Finally, the quality measurement can provide a map of 

the quality of the local image, which provides more 
information about the degradation of image quality. 

For application, we need a single overall measure of the 
overall quality of the image that is given by the following 
formula: 

 
𝑀𝑆𝑆𝐼𝑀൫𝐼, 𝐼መ൯ =

ଵ

ெ
∑ 𝑆𝑆𝐼𝑀 ൫𝐼, 𝐼መ൯ .ெ

௜ୀଵ                               (12) 

Where 𝐼  and 𝐼መ are the reference and degraded images, 
respectively, 𝐼௜  and 𝐼መ௜  are the contents of the images to the 
local window i. M is the total number of local windows in 
the image. The MSSIM values show greater consistency 
with the visual quality. 

 
Fidelity Information Visual (VIF),The VIF parameter 

quantifies Shannon's information that is shared between the 
reference and distorted images compared to the information 
contained in the reference image itself. The VIF [21] uses 
the Gaussian scale mixture model (GSM) in the wavelet 

 
 

Figure.5. Complete steps image compression technique using Wavelet 
transform (DWT) coupled with SPIHT 
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domain. FIV first performs a wavelet decomposition of the 
image, the wavelet coefficients of each sub-band are 
modelled as follows: C = S • U, where S is a random field 
(RF) positive multiplier which controls the variations of 
local coefficients and U is a Gaussian vector (RF) of zero 
mean and variance 𝜎ଶ. The distortion model is D = GC + 
V, where G is a scalar field and gain V is additive Gaussian 
noise (RF). The FIV is assumed that the distorted images 
and the pass source through the human visual system HVS 
whose uncertainty is modelled as a visual noise: N and N' 
are the source and the distorted image, respectively, where 
N and N' are average uncorrelated zero. It then calculates E 
= C + N , and F = D + N′. The FIV test is then evaluated as 
[20-23]: 

 

𝐹𝐼𝑉 =  
∑ ூ (஼ೕ;ிೕ∕ௌೕ)ಾ

ೕ

∑ ூ (஼ೕ;ாೕ∕ௌೕ)ಾ
ೕ

                                                   (13) 

 
Where I (X; Y/Z) is the conditional mutual information 

between X and Y, conditioned to Z; 𝑆௝  is a realization of 𝑆௝ 
for a particular image, the index j runs through all sub-bands 
in the distorted image. The results of this measurement can 
be between 0 and 1, where 1 means perfect quality and close 
to 0 means poor quality. 

 

7. Experimental Results and Discussion 

We are interested in lossy compression methods 
especially Transform-based techniques because their 
properties are interesting. The 2D wavelets transform 
combines good spatial and frequency locations [4]. As we 
work on color image, spatial location and frequency are 
important. 

We applied the proposed algorithm on three test images, 
shown in figure 7  a. ‘monkey’, b. ‘Lena’ and c.‘satellite 
image’ of sizes 512x512 encoded by 8bpp. 

 
 

 
Figure. 7. Test images - Original images 

 

The importance of our work lies in the possibility of 
increasing the compression ratio for which the image 
quality is acceptable. The estimates and judgments of the 
compressed image quality are given by the compression 
ratio (Cr), MSE, PSNR, the index of similarity MSSIM and 
VIF.  Figure 8 below illustrates the compressed image 
quality for different bit-rate values (number of bits per 
pixel). 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 
Bit Rate (bpp)=0.125 
CR= 98.44% 

 
Bit Rate (bpp)=0.75 
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Bit Rate (bpp)=2 
CR = 75.00% 

 
Bit Rate (bpp)=0.125 
CR= 98.44% 
 
 

 
Bit Rate (bpp)=0.75 
CR = 90.63% 
 

 
Bit Rate (bpp)=2 
CR = 75.00% 
 

 
Bit Rate (bpp)=0.125 
CR= 98.44% 
 

 
Bit Rate (bpp)=0.75 
CR = 90.63% 
 

 Bit Rate (bpp)=2 
CR= 75% 



IJCSNS International Journal of Computer Science and Network Security, VOL.26 No.1, January 2026 
 

 

68

 

 

 

 

 
 
 

Bit Rate (bpp)=2 
CR= 75% 

 
Figure.8.‘Monkey’, Lena’ and ‘Concord aerial  ’ images compressed 

with CDF9/7 (Lifting scheme) and SPIHT coding. 

 

To show the performance of the proposed method, 
we will now make a comparison between these different 
types of processing (CDF 9/7 (Filter Bank); Gall 5/3 (lift 
system) and CDF 9/7 (lifting speed) coupled with coding 
SPIHT and CDF 9/7 (lifting system) combined with EZW 
coding. For each application, we vary the bit rate of 0.125 
to 2, and we calculate the CR, PSNR, MSSIM and FIV. The 
results obtained are given in the table II. 

 
 
 

TABLE I.  CR, MSE, PSNR, SSIM AND VIF VARIATION USING DIFFERENT METHODS FOR THE MONKEY, LENA AND CONCORD AERIAL IMAGES. 

Image 
Bit 
Rate  
(bpp) 

CDF9/7 (Lifting) + SPIHT Gall5/3 (Lifting) + SPIHT CDF9/7(Filter bank) + SPIHT CDF9/7 (Lifting)+ EZW 

CR MSE PSNR MSSIM VIF CR MSE PSNR MSSIM VIF 
C
R 

MSE PSNR MSSIM VIF 
C
R 

MSE PSNR MSSIM VIF 

Monkey 

0.125 98.44 75.69 29.34 0.39564 0.46 98.44 77.20 29.27 0.48596 0.21 

9
8
.
4
4 

80.21 29.09 0.40115 0.16 

9
8
.
4
4 

78.77 29.18 0.38546 0.18 

0.25 96.88 55.64 30.69 0.6206 0.57 96.88 56.14 30.65 0.64028 0.36 

9
6
.
8
8 

65.80 29.95 0.58852 0.30 

9
6
.
8
8 

66.24 29.93 0.51891 0.34 

0.50 93.75 38.06 32.35 0.78925 0.70 93.75 49.76 31.17 0.75393 0.42 

9
3
.
7
5 

52.33 30.96 0.7271 0.46 

9
3
.
7
5 

53.73 30.84 0.66763 0.54 

0.75 90.63 27.38 33.80 0.86414 0.72 90.63 28.56 33.59 0.83579 0.60 

9
0
.
6
3 

42.29 31.89 0.80867 0.53 

9
0
.
6
3 

42.29 31.88 0.75731 0.71 

1 87.50 17.13 35.45 0.91204 0.72 87.50 24.39 34.28 0.87396 0.62 

8
7
.
5
0 

38.50 32.30 0.84716 0.53 

8
7
.
5
0 

38.92 32.25 0.79005 0.75 

1.5 81.25 6.41 41.05 0.96937 0.87 81.25 14.30 36.79 0.93073 0.79 

8
1
.
2
5 

16.79 35.95 0.92466 0.73 

8
1
.
2
5 

27.10 33.83 0.86549 0.89 

2 75.00 4.48 42.69 0.98052 0.90 75.00 9.35 38.45 0.95288 0.80 

7
5
.
0
0 

9.31 38.61 0.95564 0.83 

7
5
.
0
0 

21.37 34.88 0.89257 0.92 

Lena 

0.125 98.44 61.78  30.27 0.66676 0.61 98.44 74.58 29.41 0.70292 0.29 

9
8
.
4
4 

72.30  29.56 0.6624 0.25 

9
8
.
4
4 

58.38 29.48 0.66408 0.27 

0.25 96.88 26.05  34.01 0.83282 0.76 96.88 44.98 31.62 0.80321 0.46 

9
6
.
8
8 

45.68  31.54 0.78165 0.41 

9
6
.
8
8 

33.48 31.90 0.77311 0.50 

0.50 93.75 13.36  37.02 0.90236 0.79 93.75 18.28 35.58 0.87491 0.65 

9
3
.
7
5 

27.44  33.78 0.85925 0.57 

9
3
.
7
5 

20.39 35.10 0.86457 0.78 

0.75 90.63 9.56  38.51 0.922 0.88 90.63 12.52 37.23 0.89053 0.72 

9
0
.
6
3 

15.65  36.34 0.90069 0.74 

9
0
.
6
3 

16.49 36.04 0.88209 0.88 

1 87.50 6.92  39.93 0.93444 0.89 87.50 11.93 37.43 0.89952 0.76 

8
7
.
5
0 

13.08  37.05 0.9106 0.75 

8
7
.
5
0 

12.80 37.18 0.90554 0.91 

1.5 81.25 4.30 42.74 0.95284 0.89 81.25 7.92 39.20 0.9161 0.81 

8
1
.
2
5 

7.68 39.47 0.93354 0.83 

8
1
.
2
5 

8.83 38.82 0.92472 0.96 

2 75.00 2.27 45.44 0.96915 0.95 75.00 4.28 41.89 0.93131 0.87 

7
5
.
0
0 

4.92 41.34 0.95037 0.88 

7
5
.
0
0 

6.91 39.91 0.93751 0.98 

Concord aerial  
Image 

0.125 98.44 64.67  30.07 0.48212 0.65 98.44 92.80 28.46 0.41884 0.17 

9
8
.
4
4 

74.41  28.56 0.46376 0.17 

9
8
.
4
4 

85.17 28.83 0.33451 0.14 

0.25 96.88 37.16  32.44 0.72959 0.89 96.88 74.23 29.44 0.61637 0.33 

9
6
.
8
8 

53.43  28.99 0.66352 0.23 

9
6
.
8
8 

71.81 29.57 0.48655 0.30 

0.50 93.75 18.35  35.50 0.87817 0.96 93.75 48.72 31.29 0.76267 0.50 

9
3
.
7
5 

30.55  30.09 0.83292 0.43 

9
3
.
7
5 

57.79 30.51 0.66733 0.56 

0.75 90.63 10.43  37.95 0.92554 0.96 90.63 42.26 31.95 0.82157 0.53 
9
0
.

17.44  30.84 0.89245 0.46 
9
0
.

52.29 30.95 0.74509 0.62 



IJCSNS International Journal of Computer Science and Network Security, VOL.26 No.1, January 2026 
 

 

69 

 

6
3 

6
3 

1 87.50 6.85  39.77 0.95008 0.99 87.50 26.45 34.11 0.87334 0.67 

8
7
.
5
0 

12.29  32.47 0.91457 0.63 

8
7
.
5
0 

43.39 31.76 0.80493 0.77 

1.5 81.25 0.56 51.13 0.99732 0.99 81.25 17.24 36.17 0.91867 0.72 

8
1
.
2
5 

23.17 34.48 0.92736 0.70 

8
1
.
2
5 

35.67 32.61 0.85494 0.83 

2 75.00 0.44 52.35 0.99812 1.00 75.00 7.85 40.13 0.94971 0.84 

7
5
.
0
0 

11.72 37.44 0.953 0.81 

7
5
.
0
0 

26.65 33.88 0.90457 0.93 

 
 

 
Figure. 9. ‘Lena’ image, PSNR variation using different methods 

 
 

 
Figure. 10. ‘Concord aerial’ image, MSSIM variation using different 

methods 
 

The comparison is made in terms of energy 
consumption and image quality for the four algorithms. 
First, the energy consumption measured by the compression 
ratio criterion (CR) indicated in Table 2, compression ration 
(CR) is obtained by the same values of the same bit rate of 
four algorithms and better than the ones obtained in [ 25-
27].  To judge by these four algorithms, we used another 
factor is the image quality, the latter is based on the criteria 
MSE, PSNR MSSIM and VIF curves, which are shown in 
Figures 9, 10 and 11. By comparing the different values of 
MSE, PSNR, MSSIM and VIF; we notice on that, MSE of 
CDF9/7 (Lifting) + SPIHT algorithm is better than other 
algorithms, and even better than the results obtained in [26-
28]. PSNR of CDF9/7(Lifting) + SPIHT algorithm give 
better results than other algorithms, and the results obtained 
in [2-3] [26-29], are more precise this clearly show the 
effectiveness of the CDF9/7 (Lifting) + SPIHT algorithm 
compressed in terms of image quality. The different results 
obtained after application of the algorithm on a different 
edge. These results are obtained with a bit rate compression 

of 0.75 bpp. We note that CDF 9/7 (Lifting) + SPIHT is 
suitable for use in WMSN in terms of, power consumption 
and image quality. 

 

8. Conclusion  

This paper has discussed four compression 
techniques to WMSN with comparison between them and 
the factors affecting both techniques. Energy consumption 
and image quality are the most important indicators 
discussed for compression performance. Compression is 
considered an essential tool to facilitate the transmission of 
colour images. After several applications, we have shown 
that the biorthogonal wavelet compression CDF 9/7 based 
on a lifting scheme, coupled with the SPIHT coding gives 
better results compared to other compression techniques. 

To develop our algorithm, we applied it on different 
types of colour images. We observed that for 0.75 bpp bit 
rate, the algorithm provides very high values for  such 
images as MSE, PSNR, MSSIM and VIF, and it is more 
appropriate for this category of images. Thus, we conclude 
that the results obtained are very satisfactory in terms of 
compression ratio and quality of the compressed image.  
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