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Abstract

Today, effort estimation of software development has got a great
importance in managing the projects properly. Proper and accurate
cost estimation helps the customers and investing and also has a
determinate role in logical decision making during doing and
managing a project. Various models of cost estimation has been
invented and used up to now. These models try to estimate the
amount of necessary effort for doing a project. Most of the
provided models act based on the data collected from the previous
projects. Some of the efficient instruments for making these
models are regression, neural network and meta-heuristic
algorithms. In this paper we have used Multiple Layer Perceptron
(MLP) neural network and Multi Linear Regression (MLR) and
combined them with Genetic Algorithm (GA) and Imperialist
Competition Algorithm (ICA). As a result we reached a model for
effort estimation that can do the software projects effort estimation
with less inaccuracy comparing with the previous methods. For
this purpose, the data collections of COCOMO, Maxwell and
Albrecht have been used which are standard and available for
assessment and comparing the suggested model. Due to the given
result, average performance improvement of suggested model for
MMRE performance criterion on each data collections is 23%,
38% and 35%.
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1. Introduction

There is wusually no chance of controlling,
monitoring and accurate programing in software projects.
Therefore effort estimation is one of the most important
actions in managing a software project. Efficient
management of software projects need an accurate and
certain estimation [1]. On the other hand, no model is
completely trustable in estimation process. Since, none of
the estimation models is able to estimate the project’s cost
accurately. In recent years, researchers have provided lots
of models for effort estimation of software development
which can be divided in two groups of algorithmic and non-
algorithmic. Algorithmic methods are mostly established
based on mathematic methods which try to calculate the
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relation between project factors and effort development
based on the mathematics contractions. Regression models
such as multi linear regression (MLR), Step Wise
Regression (SWR) [2], Regression tree [3] and Software
Living Management (SLIM) [4], Constructive Cost Model
(COCOMO) [5] and Software Evaluation and Estimation of
Resources — Software Estimating Model (SEER-SEM) [6]
are some of the well-known algorithm methods in effort
estimation.

Non-algorithmic methods act based on active
analysis of software project’s factors. Some of the most
practical methods are learning oriented models (LOM),
analogy based estimation (ABE), and Expert Judgment (EJ).
Researchers mostly like ABC model because it is more
simple and practical [12, 13, 14]. This method works based
on data comparison of previous projects which are similar
to the present ones. One of the problems of ABE model is
that it doesn’t provide a proper estimation for complex and
incompatible data collections [15]. Also it cannot cover a
vast area of software projects [16, 17]. Some of the software
project’s features make effort estimation process harder
than they seem to be [18]. Also some essays claim that the
constructed models are not necessarily practical for all data
collections [19, 20, 21, 22, and 23]. Models combination,
features weighting and model’s weighting are some of the
methods which have been used recently [24, 25].

Lots of methods are provided for effort estimation of
software development but unfortunately most of them are
not very practical. Also, the other problem is depending
performance to data collections. In this essay we decided to
combine algorithm and non-algorithm methods to provide a
model for effort estimation of software development which
is highly practical dependent from data collections.

In the first phase of suggested method, the operation of
choosing the most efficient features on software project’s
effort is being done combining genetic algorithm and MLP
neural network, and then in next phase, features weighting
is being done using MLR method due to the effect of each
feature on project’s effort and in final phase the weights are
optimized.

The construction of paper is in 6 parts as following.
In the second part, related works are provided and the
requirements of proposed method are mentioned in part
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three. In section four, suggested method and in part five,
evaluation of results are mentioned. In part seven,
conclusion and future works are mentioned.

2. Related Works

Techniques of soft computing is somehow a new
Idea that we are dealing with since 1994 [26] and its domain
is vastly growing that somehow some technics like genetic
algorithms and swarm intelligence are a part of this domain.
Models of effort estimation in software projects by using
the model of COCOMO and genetic algorithm are showed
in [27]. These models are tested in NASA software projects.
In [28] the writer had done many researches on using
Genetic Programing (GP) and Neuro Programing (NP) and
line regression on problem solving of estaminet of software
projects. Adding to that he had done some studies on using
soft computing for effort estimation shown on [29].
When you look closely on these works you can see that the
general works were proposing for combining different
strategies [30].

In many of the studies according to the simplicity
and flexibility of the differencing method we have used this
as the main method for proposal models. Combining the
methods of analogy with genetic algorithms and analyzing
[32, 33] are some of these examples. For instance the
combination model of analogy and genetics were using for
strategy of weighting.

Non
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Effort estimation
i Models

_){ Algorithmic

Soft
computing
1 Reasoning [

Lately the Idea of localization in software projects is
spreading and it had some good results. Menzies [34] had
done some researches and results shown that global models
are not working well with the localized areas. And it means
some of the global models are not going well in localized
areas even they are working pretty well in global models.
Battenberg [35] had done some studies on methods of
regression based estimation in 2 parts. First in all of learning
data and second clustered learning data. And the results
show that models are working pretty fine in localized data.
In literature, estimation of software effort, partitioned
models, are ones that make estimates locally [36.37] .
Researchers suggest models where projects are
implemented using clustering algorithms divided into
groups and for each cluster an equation based regression is
calculated as estimated model ABE model is one of the .
most popular models in the effort estimation which is
widely used in hybrid models. The combination of ABE
with genetic algorithms [17, 30, 31]. ABE with particle
swarm optimization algorithm [38, 39] And Artificial
(ANN) are some samples of Neural Network
combinations. Though hybrid models have a fairly good
accuracy based on ABE but the flexibility and versatility of
these models are not good enough which can cover a wide
range of software projects Figure (1) shows some of the .
.models made to estimate the effort of software projects
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3. THE REQUIREMENTS OF THE PROPOSED
METHOD

In this paper, an estimation model of software
development effort is proposed by combining algorithmic
and non-algorithmic methods. First, by using MLP neural
network and genetic algorithm the feature selection
operation is done, and in next phase using the MLR method
and cross validation method (leave-one-out) weighing the
selected features has been done. Finally, the coefficients are
optimized using the ICA.

3.1 Neural network

Neural network is a computational device located in
the computing intelligence branch. The neural network
model is a computer system which is simulated according
to the process of learning human brain and is widely used.
Use of neural networks in effort estimation began in 1993
and has yielded good results. The benefits of neural
networks in estimating costs are:

Eliminates the need to find a mathematical-costly
good effort estimation relationship Similar to the function
of the variables, in order to obtain the correct answer, There
is no limitation in relation to the number of cost variables
and the need to determine the estimation function in a
concrete manner before training But its disadvantages can
be highlighted by its many parameters. Neural network used
in this paper is a two-perceptron network. The number of
neurons in the hidden layer has been calculated with the aid
of trial and error. In this network, the number of entries are
equal to the number of properties of the data set.

3.2 Genetic Algorithms

Genetic Algorithm was introduced by John Holland
in the early 1970s as a general tool for optimization. And
then David Goldberg, a student of Mr. Holland, was
instrumental in introducing a genetic algorithm. The genetic
algorithm is a population-based algorithm that calls each
one of the population members a chromosome. Each
chromosome is one of the possible solutions to the problem
solving atmosphere. At the start of the algorithm, a number
of randomly generated responses are generated as initial
population. These answers are evolved in each replication
of the algorithm until they become the best possible
solutions in the problem solving atmosphere. In each
repetition of genetic algorithm, two operators of
"intersection" and "mutation" are performed. The
intersection operator is based on percentages with one
population (usually 80%), and in the form of a mutation
operator, a small percentage (usually 3%) of the population
of each generation. The result of each of these operations is

the production of a new member of the population. At the
end of each repetition to select the number of members, the
"Select" operator selects a certain number of answers for the
next generation. The steps in this algorithm are in
accordance with the flowchart of Fig. 2.
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Figure (2): Genetic Algorithm Flowchart

3.3. Tmperialist competition algorithm

The imperialist competition algorithm was
introduced in 2007 by Dr. Atashpaz and Professor Lucas.
This algorithm inspired by the same colonial phenomenon
and colony in the real world which is based on the
assumption that at first there are some entities in the name
of the country And these countries are ranked according to
a series of benchmarks.

This algorithm consists of two general phases:
v Competition within An Empire
v" Rivalry between empires

In a rivalry within an empire, the colonies are trying
to reach a degree of growth that could replace the colonial
empire of that empire. This growth is based on factors such
as attraction and revolution. In the rivalry between the
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empires, each one is in the quest for the colonies of other
empires. For this purpose, in each replication, a colony of
the weakest empire is removed by the operator and it is
given to one of the other empires. The steps of this
algorithm are in accordance with the flowchart of Fig. 3.

In the next section, the proposed method is presented in
detail.
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Figure (3): Imperialist Competitive Algorithm Flowchart
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4. SUGGESTED MODEL

This section describes the details of the proposed
model. According to the study of previous work, the main
purpose of the models is to weight and combine models.
The proposed model consists of three distinct sections:

L Feature Selection:

In this section, for each data set, the most effective
features in the project effort are first selected using
the Genetic Algorithm and the MLP Neural
Network.

1L Calculate the coefficient of the effect of each
attribute:

In this step, using multiple linear regression
(MLR), the coefficient of influence of each
attribute is calculated.

1II. Optimization with ICA Algorithm:

At this stage, using the colonial competition
optimization algorithm, the coefficients obtained
in the previous step are optimized.

V. Calculation of performance criteria:

In the final step, using the MRE calculated on the
test data in the intersection validation method (Section 3.1.2)
Performance metrics MDMRE,MMRE and PRED

(SECTION 5,1,2) [41,42,43] are Calculated and presented.
Figure (4) shows the general approach of the proposed
method.
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Figure (4): the general approach of the proposed method
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4.1 First Phase: Feature Selection

In this phase, the selected dataset is given as an input
to genetic algorithm. Cost function in genetic algorithm is
named Feature Selection Cost (FSC). Chromosomes length
is determined by amount of dataset’s features. So, the first
population is made randomly after determining
chromosomes’ length (equal to feature). Each chromosome
contains a chain of ‘0’ and ‘1°, that means ‘no choice’ or
‘choice’ parallel features. Each member of population is
evaluated by FSC function after making first population.
After setting parameters of this neural network in the
function for making swear about reliability, the function
evaluate neural network with the function ‘FITNN’ in
toolbox 5 times with the suitable software and mean score
of 5 performances will return to genetic algorithm as cost
response. The main loop of genetic algorithm starts after
making and evaluating the first population. This loop is
repeat for 100 iteration and contain following steps:

v Crossover: for this reason doing crossover has
been chosen by parents using roulette-wheel
Selection function and one of the cross ways
named single point, double point or uniform
respectively with the chances of 0.2, 0.3, 0.5 are
chosen and the children are made by the cross
product.

4 Response assessment: just after producing the
answers made from cross product, this answers
are assessed by FSC function.

v Doing mutation: in this level some responses are
chosen and mutation will be done on them.

v’ Assessment of children produced by mutation: this
action also is done by FSC function.

v Merging 3 groups of population (first population,
population produced by crossover and population
produced by mutation), collocating and choosing
best ones as population of next generation.

The output of this algorithm is the best answer as
chosen features that will transfer to next phase. Fig (5)
is showing the procedure of this phase.
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Figure (5): Feature selection flowchart

4.2 Second phase: construct model with MLR

In this phase, firstly, in the given dataset, the
selected features are extracted according to the output of the
previous phase .Then normalization is performed according
to (1) on each of the selected properties.

1 — _Xmax~Xi (1)

Xi
Xmax—Xmin

In this case, x;" is the normalized value of the
sample i of the characteristic x and x,,,, and x,,;, are
respectively the highest and lowest values for this property,
and x; is the initial value of the sample i for the attribute x.
This relationship maps the values in the interval [0, 1]. After
normalizing, a whole column is added as an intercept to the
data set as an independent attribute. Experimental
observations show that adding this column to the dataset can
improve the performance of the model. After preparing the
dataset, using the MLR method and validation LEAVE-
ONE-OUT technique Construction and model testing is
done. Note that the validation technique LEAVE-ONE-
OUT is the best and most accurate statistical method for
verifying the responses is considered [46]. In this technique,
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each time a data record is passed as test data, and the
remainder is considered as training data. This action repeats
the number of datasets records So that all data are used once
as test data. Finally, by averaging the results of the test data
in the whole process, the final answer is calculated [47].
So in this phase for each data set, the number of records
from the MLR method and the LEAVE-ONE-OUT
technique the coefficients obtained are stored in an array
and eventually the same array is sent as the output of this
phase to the next stage. Figure 6 shows the process of
performing this phase.
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Figure (6): Construct Model with MLR

4.3 Third Phase: Optimization by ICA Algorithm

In the previous phase, the coefficients calculated by
the MLR method in each step of the LEAVE-ONE-OUT
technique it is stored in an array and sent as input to the ICA
algorithm, in this phase, the ICA algorithm considers
members of this array as the primary population and trying
to optimize these answers. Because of the performance
measures considered in measuring the proposed methods
like MDMRE, MMRE and PRED (0.25), therefore, the
objective function in the ICA algorithm is to optimize these
criteria. Limit for MMRE and MDMRE is the smallest

value and for PRED (0.25) is the highest value, so the
objective function in this algorithm is to minimize the
relationship (2).

Z = abs(PRED — (MMRE + MdMRE)

@)

The output of this phase is the weight of the best model.
Figure 7 shows the steps involved in this phase.

B[n,f] as input n = number of records
coefficient Arrey is f = number of selected
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Figure(7): the steps involved in final phase

5. Experimental results

5.1 Experimental Design

In this section, we examine the performance of the
proposed model on a set of different data. The reason for
using multiple datasets is that each dataset has certain
attributes so each of which can be a benchmark for our
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proposed model. In this chapter, three sets of data were first
introduced, then, using this data set, we examine the results
of the proposed model and draw up the corresponding
diagrams. In the end, by comparing the proposed model
with existing models, we will improve its performance.

5.1.1 Introducing the dataset

The use of past experiences in software projects is
inevitable To this end, a number of data sets related to
various software projects are being collected and for use by
researchers. From the most important collection of data,
reserves of software application estimation data as a
framework for analyzing methods and estimation models.
In recent decades, researchers have used various types of
software data collections. We also use three datasets to
evaluate our proposed model the name and general
characteristics of this data set are presented in Table (1) .

Table (1): Data Set Attributes

Num Num. | Min. | Max. | Ave.
Dataset | project | feature | Effor | Effor | Effor
S S t t t
Albrecht 24 8 9.2 |2.105| 8.22
Maxwell 62 26 583 63469 8223
COCOM 63 17 9.5 1140 683
0] 0
5.1.2 Performance metrics
Different quantities of various performance

measures have been used in different environments. The
goal of most of these criteria is to measure the accuracy of
model estimation for example, the RE parameter shows the
relative error of the difference between the predicted value
of the model and the actual value. This parameter is
calculated according to (3).

RE = | Estimated — Actual | 3)

Estimated is the predicted value by the model and Actual is
the actual value in most cases, instead of relative error, the
criterion of relative error size is used which is defined
according to relation (4).

| Estimated;—Actual; |
MRE; = : : 4)

Actual;

Most of the performance criteria are based on measuring the
accuracy of estimates based on this criterion. In this article,
the three performance criteria MAMRE, MMRE and PRED

(0.25) are defined in relations (5, 6, and 7).

MMRE = mean(MRE) (5)
MdMRE = median(MRE) (6)
PRED(0.25) = % (7)

Where A is the number of observations whose MREs are
less than %25 and N is the total number of observations.

5.1.3 Evaluation method

One of the evaluation methods is the cross
validation method. By this way, the sets of data are divided
by k into equal parts, and one of these k sections is used as
test data and (K-1), the other part being used as training data.
The smaller the size, the (K) more rendering will be, and the
larger the (k) the larger the image, the less impact. Normally,
the value of (K) can be equal to the number of datasets
records. In this case, the method is the intersection
validation method (Leave-one-out). Leave-One-Out
method has been used to evaluate the performance of the
proposed model. Each time, a record of data set is
considered as the test data and the other data as training data.
This action repeats the number of records So that each data
is used once as test data. At each stage, the MRE value for
the test data is computed and at the end of MMRE values
and (0.25) PRED for the test data is calculated.

5.1.4 Initial settings

In this paper, Genetic Algorithm and MLP Neural
Network for selecting features and multiple linear
regression of MLR for weighting selected features. Finally,
colonial competition algorithm is used to optimize weights.
The initial settings and the values of parameters of genetic
algorithms and colonial competition, which are obtained
with error and try method, are in accordance with Table (2)
and (3).

Table (2): The initial settings and the values of parameters of
genetic algorithms

Name Value Discription

MaxIt 100 Maximum of iteration

Npop 30 Num of initial population
Pc 8.0 Crossover Percentage
Pm 3.0 Mutation Percentage
Mu 1.0 Mutation Rate
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Table (3): The initial settings and the values of parameters of

ICA
Name value Discription
MaxIt 1000 Maximum of iteration
Num of
Npop dataset Num of initial population
records
Nemp 10 Num. of Empire
Alpha 3 Selection preture
Beta 1 Assimilation coefficient
Prevolution 0.2 Revolution Probability
Mu 0.3 Revolution Rate
Effect coefficient of
Zeta 0.5 Colony’s value on
Empire’s value

The neural network used is a two-layer MLP, in
which the number of neurons in the first layer is determined
by trial and error according to the data set. The first layer
entries are the values of the properties selected in each data
set. Therefore, the number of neural network inputs varies
in each set of data to train the neural network, the train LM .
. levemberg-marquardt propagation function has been used(
Train, test and validation data are divided by 70, 13 and 13
percent, respectively. Figure 8 is a schematic of this kind
.of neural network

Hidden Layer

Figure (8): a schematic of two layer neural network

5.2 Experimental results

In this paper, it has been tried to compare the results
with the results of other common models of estimation of
effort in order to validate the proposed model.

These models are include the RTM model [50], MLFE [49],
LSE [48], OABE [51], (LOG + OLS) [54], CBR [53], LMS
[52], RIR [55], and (OLS + BC) [56], and GA [57].

5.2.1 Results on the COCOMO Dataset

The COCOMO dataset is commonly used in the
process of evaluating software appraisal model estimation
models. This dataset contains data on software projects,
including 62 projects with 17 features Table (4) shows the
estimate of the estimated effort by each of the models
reported.

Table (4): the estimated effort by each of the models on COCOMO

method Mmre
OABE 0.5
LSE 0.66
MLFE 1.48
RTM 0.54

GA 1.59
Log+OLS 0.32
LMS 0.58
BC+OLS 0.67
RIR 0.66

CBR k=1 0.67
Proposed 0.58

As can be seen, the lowest value for the MMRE
parameter is related to OABE model with a value of 0.30
and the highest value for the GA model with a 1.39 value.
The proposed model for this parameter is 0.58, which is in
the second place. For MAMRE parameter, the lowest value

MdMre

Pred(0.25)
0.48 0.2
0.38 0.32
0.72 0.14
0.47 0.25
0.81 0.14
0.28 0.49
0.48 0.27
0.63 0.19
0.65 0.21
0.65 0.19
0.62 00.3

is the LOG + OLS model with the value of 0.28 and the
highest value for the GA model with a value of 0.81.The
proposed model for this parameter is 0.62, which is ranked
sixth. For the parameter (0.25), the PRED is also better than
the LOG + OLS model with the value of 0.49 and the worst
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case for the GA and MLFE models with a value of 0.14.The
proposed model for this parameter measures 0.20, which is
ranked fourth. The results show that the proposed model on
the COCOMO dataset does not work well and yields
relatively weak results The diagram (9) illustrates this fact.

B Mmre
B MdMre
Pred(0.25)

Proposed

Figure (9): MMRE, MdMRE, and Pred(0.25) results on

COCOMO by each models

5.2.2 Maxwell Dataset

One of the most famous and most widely used datasets
for estimating effort is Maxwell dataset. This data set
includes 63 projects with 36 features. Many researchers
have used this dataset to evaluate the performance of their
proposed model Table 5 shows the amount of effort
estimated by different models on this dataset.

Table (5): the estimated effort by each of the models on Maxwell

Method Mmre
OABE 0.42
LSE 0.71
MLFE 0.71
RTM 0.46

GA 1.17

RIR 0.41
Log+OLS 0.43
CBR K=2 0.51
CBR K=3 0.47
CBR K=5 0.44
Proposed 0.35

According to Table (5), the best value for the

MMRE parameter is 0.35 and is related to the proposed
model, and the worst value for this parameter is equal 0.71
which is related to the MLFE and LSE models.
For the MAMER parameter, the best value is 0.22, which is
commonly related to the CBR-FA model and the proposed
model. The worst value is 0.60, which is related to the GA
model. Finally, the best value for the parameter is (0.25)
(PRED is equal to 0.58 Which is related to the proposed

MdMre

Pred(0.25)

0.44 0.34
0.48 0.27
0.48 0.27
0.41 0.32
0.6 0.18
0.32 0.35
0.37 0.32
0.39 0.39
0.38 0.36
0.36 0.32
0.22 0.58

model and the worst value for this parameter is related to
the GA model and to 0.18. The results show that the
proposed model has worked very well on this data set, and
the accuracy achieved is desirable. Diagram (10) depicts
these results.
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Figure (10): MMRE, MdMRE, and Pred(0.25) results on
Maxwell by each models

5.2.3 Albrecht Dataset

This dataset contains information on 24 projects and
has 8 features that are used in estimation process. Although
the number of projects in this data set is low but has been
used by many researchers to estimate the effort to evaluate
the models. We also use this dataset to evaluate our
proposed model. The results of various models on this
dataset are presented for the three parameters MdMRE,
MMRE and (0.25) PRED shown in Table (6).

Table (6): the estimated effort by each of the models on Albrecht

method Mmre MdMre Pred(0.25)
OABE 0/4 0/37 0/45
LSE 0/63 0/3 0/37
MLFE 0/65 0/3 0/37
RTM 0/61 0/4 0/33

GA 0/45 0/38 0/33
CBR+FA 0/38 0/29 0/48
CBR+PSO 0/52 0/24 0/57
Proposed 0/34 0/18 0/58

As can be seen, the best value for the MMRE
parameter for the proposed model is 0.34 and the worst case
is 0.65 and is related to the MLFE model the best value for
the MAMRE parameter is related to the proposed model and
equals 0.18 and the worst value is 0.40, which is related to
RTM model. Finally, the best value for the parameter (0.25)

is PRED equals 0.58, which is related to the proposed model.

The worst value is 0.33, which is shared by RTM and GA
models. The results show that the proposed model also has

a good performance on this data set. Figure 11 shows these
results.

0.7 1 1 Mmre

06 B MdMre

05 - 1 Pred(0.25)

04 -
03 1
02 1

01 1

0
Q‘°Q

Figure (11): MMRE, MdMRE, and Pred(0.25) results on
Albrecht by each models

6. RESULTS ANALYZES

The results show that the proposed model failed to
perform well on the COCOMO dataset for the criterion
(0.25) (PRED) The reason for this is the limited variety of
projects in this data set In the Maxwell dataset, according to
the proposed results, the proposed model in each of the
parameters of the MdMRE, MMRE and (0.25) PRED
ranked first. Therefore, it provides an acceptable
performance on this data set. Albrecht dataset is a relatively
standard dataset, which can lead to an improved model
accuracy. The results of the proposed model have improved
dramatically on this data set. The most important one can
be the proper weighting and the exact choice of the solution
function despite the low number of projects in this dataset,
the proposed model has been able to deliver satisfactory
results. And this certainly depends on the quality of the
projects in this dataset. Table 7 shows the average
improvement performance of the suggested model in each
of the data sets for each of the MAMRE, MMRE and (0.25)
PRED models.
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Table (7): results analyzes

Average improvement

Dataset | PRED(0.25) MdMRE MMRE

COCOMO | ¢ %25 % 1284 %23
MaxWell | £ %87 ®%47 |4 %38
Albrecht | %40 45 | @ %35

7. CONCLUSION

The proper estimation of the software development
effort is crucial for software projects. The tendency of
researchers in recent decades and many researches in this
area confirms this importance Therefore, it is important to
provide a model for estimating project effort. Although
there are many models for this purpose But according to the
results presented by these models, the type of project has a
significant effect on the accuracy of the estimates The
proposed method is set in three functional phases.in the first
phase, combining the genetic algorithm and the perceptron

neural network, a feature selection operation was performed.

Then in the second phase using multiple linear regression
methods the weighting operation of the selected features is
performed in the previous phase. Finally, in the last phase,
with the help of the colonial competition algorithm, the
weights obtained by multiple linear regressions are
optimized. As the results of the proposed model show, this
model offers good results on the Maxwell and Albrecht data
sets In the case of the COCOMO Collection, the results are
relatively weaker The fault of the proposed model is the
same sensitivity to the set. To evaluate the proposed model,
the MAMRE, MMRE and (0.25) PRED have been used.
According to Table 7, the results of the proposed method
are desirable.

It seems that the construction of a hybrid model that
can withstand this sensitivity is more stable and its results
are not dependent on the data set. In the future, it's a good
solution In addition, a "multi-model" solution can be used
to overcome this problem in such a way that the original
model is a combination of models, so that for each dataset
its appropriate model is chosen.
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